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ABSTRACT 

This document details the actions implemented by WP2 to disseminate the co-design method it has 
developed in the framework of the European e-shape project. 

The information in this document reflects only the author’s views and the European Community is not liable for any use that 
may be made of the information contained therein. 

To avoid auto-plagiarism risk, this document dissemination is limited to e-shape’s community  
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1 INTRODUCTION 

In the framework of WP2 activities within e-shape, different actions of dissemination of the method and good 
practices have been deployed. These actions have been realized through co-design activities with the pilots but 
also through more specific actions with other work packages such as WP6, in charge of the communication of e-
shape and WP4, responsible for user uptake, capacity building and liaison activities.Please note that all co-design 
resources developed by WP2 (co-design self-diagnosis tool, co-design guidebooks, pilots’ testimonies, academic 
papers and Raphaëlle Barbier’s thesis) will be available through a GEO Knowledge Hub Package which is currently 
under development. 

2 INTERNAL DISSEMINATION 

2.1 Training of pilots: co-design diagnosis and co-design actions 

WP2 has conducted 32 co-design diagnosis where an awareness-raising work on co-design has been carried out. 
All diagnosis meetings started with an introduction to co-design in the Earth observation (EO) sector and an 
explanation of the specificities of the methodology developed by WP2.  

 
Figure 1 Illustration of 3 slides from WP2’s introduction to co-design deck section 

WP2 has also developed a self-diagnosis tool for co-design needs. The objective of this toolkit is to allow the 
pilots to autonomously identify their co-design needs. The tool takes the form of an Excel file containing 3 
sheets:  

1. “Instructions” presents all the necessary instructions to successfully conduct this work. It is composed by 
two sections: co-design in e-shape and how to use. 
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2. “Tables” provides the two analysis tables and additional information which guides the pilots through the 
diagnosis. The first table is divided in 5 parts, that correspond to the red frames represented on Figure 2 
(Users communities, User competencies, Service developed by the pilot, Pilot-user relationship, and 
Ability of the pilot to provide the required service (prototype/operational)). Each part is made up of 
different questions that need to be answered. The second table allows users to identify the type(s) of co-
design that will be relevant for their pilot thanks to the answers given their answers to the different 
questions, compiled in the main table. 

3. “Example” illustrates an example of diagnosis to indicate to the pilot the expected type of answer to the 
questions asked in the analysis tables.  

This document was tested in e-shape with the on-boarded pilots. The self-diagnosis tool proved to be useful to 
initiate the diagnosis process, however a telco was systematically conducted afterwards to finalize it. 

 
Figure 2 Representation of the “data journey” for the targeted state 
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Figure 3 Illustrations of a self-diagnosis tool completed by an e-shape pilot 

The self-diagnosis tool for co-design needs can be downloaded following this link: https://e-shape.eu/images/co-
design/Initialassessment_questionnaire.xlsx. It will be later included in the GEO Knowledge Hub ‘co-design 
package’ mentioned above. 

WP2 has also conducted five co-design actions with six different pilots. A co-design action cycle has 3 phases: 

1. Preparatory meeting(s) 
2. Workshop 
3. Debriefing meeting(s) 

A co-design action might have more than one co-design cycle, depending on the pilot’s needs and constraints (for 
more details regarding co-design protocols please refer to D2.6. deliverable).  

Pilots that asked for WP2’s help on co-design action have benefitted from individual support and training on a 
specific co-design type action. The co-design actions are the following: 

1. Co-design type 1 with S2-P3 pilot (Health Surveillance Air Quality within the Health Surveillance 
Showcase)  

2. Co-design type 2 with S3-P3 pilot (Offshore wind resources within the Renewable Energy showcase) 
3. Co-design type 3 with S3-P2 pilot (High PV penetration at urban scale) 
4. Co-design type 3 with S4-P2 (mySITE) and S4-P3 (myVARIABLE) pilots  
5. Co-design type 4 with S5-P4 (Sargassum detection for seasonal planning) 

After WP2’s support on their first co-design cycle, S3-P2 and S3-P3 have successfully conducted co-design 
workshops in autonomy. 

2.2 WP2 support on the showcase support service 

WP2 has also provided continuous support to all e-shapes pilots through the showcase support service (SSS). The 
ticketing system allowed pilots to ask for support on co-design matters as well as to keep WP2 on track regarding 
their activity and their achievements. The showcase support service has allowed WP2 to share its co-design 
guidebooks with the pilots. These user guides are based on the material developed by WP2 throughout the 
experimentations carried out with the five pilots aforementioned. The guidebooks are composed of template and 
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example slide decks designed to help the pilots to autonomously conduct their co-design activities. Each co-design 
type has its own guidebook which is composed of two files: 

1. “Templates” contains slide decks for the organization of co-design workshops and for the formalization 
of workshop outcomes.  

2. “Example” holds example slide decks showcasing previous successful workshops and formalizations of 
outcomes. 

3 EXTERNAL DISSEMINATION 

WP2’s external dissemination actions can be divided in three means of action: involvement in WP6’s 
communication actions and WP4’s best practice dissemination deliverable, publication of academic papers and 
participation to various conferences in the EO field.  

3.1 Deliverables 

At the end of e-shape, WP2 would have written and published 9 deliverables, starting by a first draft of EO-
specific co-design process (D2.1) and finishing by the diffusion of the validated model (D2.9). These 
deliverables catch the whole path followed by WP2 (theoretical background, first developments, 
experiments, etc.) allowing any person outside e-shape to understand the rationale and the outcomes of this 
research work. 

WP2 was also involved in WP4’s D4.4 et D4.12 on capacity building best practices guide. It has shared lessons 
learned during e-shape (diagnosis phase, workshops, tool development, etc.), co-design’s added value on capacity 
building and best practices for future EO co-design experiments and developments. 

Deliverables:  

• D2.1 Co-design for e-shape (initial model): First draft of “EuroGEO-specific” co-design process. It 
describes the model of a co-design process adapted to e-shape’s specificities based on a framework 
representing the development of services from Earth Observation as a relationship between data, 
information and usages. 

• D2.2 Co-design for e-shape (revised model): Updated co-design model adapted to e-shape:  
o The methodology for the diagnosis of co-design needs, now includes the analysis of the adequacy 

between the “design environment” provided by the pilot to users and the characterization of the 
related users.  

o First insights on a classification of co-design actions can be outlined. 
• D2.3 Report on the experiments and feedback: Document presenting the outcomes of the 

experimentations on the “diagnosis process” for all e-shape pilots. Based on these results, the analysis 
grid of the “diagnosis process” has been refined, especially with the classification of co-design needs in 
four co-design types, and a new understanding of co-design objective seems to emerge. 

• D2.4 Validated model of co-design process for e-shape (Draft): Updated version of the model 
focusing on:  

o Co-design involves the implementation of a dynamic process of specific types of co-design 
actions, to unlock the different blocking points occurring in the development of EO-based 
services over time. 

o Each co-design action aims at creating a ‘resilient fit’ between stakeholders. 
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• D2.5 Report on the cases requiring specific co-design update (Draft): A complement to D2.4 
deliverable compiling the outcomes of the co-design actions experimented with e-shape pilots. It 
especially highlights the outcomes following ‘organizational’ KPI and ‘cognitive’ KPI, and presents the 
frameworks proposed by WP2 to synthesize these outcomes. 

• D2.6 Validated model of co-design process for e-shape: This deliverable was aimed at presenting the 
updated version of the co-design framework, based on latest advances of the work-package. The 
following results are more specifically stressed:  

o Co-design involves the implementation of a dynamic process of specific types of co-design 
actions, to unlock the different blocking points occurring in the development of EO-based 
services over time.  

o Each codesign action aims at creating a ‘resilient fit’ between stakeholders. 
• D2.7 Report on the cases requiring specific co-design update: Update of D2.5 deliverable compiling 

the outcomes of the co-design actions experimented with e-shape pilots. 
• D2.8 Diffusion of the validated model (publications) (Draft): Internal and external dissemination 

work and insights on the future of EO co-design management. 
• D2.9 Diffusion of the validated model (publications): Update of D2.9 deliverable adding WP2’s 

efforts on anchoring co-design at the heart of the EO innovation process through intervention with 
GEO and ESA 

All available deliverables are listed here: https://e-shape.eu/index.php/resources 

3.2 WP2 and WP6 joint actions 

In the framework of WP6 activities, WP2 has been involved in the development of communication materials by 
preparing the content for the co-design sections within e-shape’s website1 and brochure. The brochure describes 
the co-design approach in a very short format, whereas the website allows the reader to have more details on the 
developed tools and guidelines. 

 
1 e-shape / Co-design. https://e-shape.eu/index.php/co-design 
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Figure 4 illustration of the brochure's co-design section 

3.3 Academic publications and communications 

The works carried out within e-shape also provide significant insights for research in innovation management and 
design. The following sections give an overview of the work carried out by WP2 to transform e-shape outcomes 
into robust research results recognized by academia.  

3.3.1 Doctoral thesis 

Raphaëlle Barbier, involved as WP2 work-package co-leader in the e-shape project, successfully defended her PhD 
thesis in management science on the 24th of March 2023. This thesis shows that the co-design methods 
experimented in e-shape actually point to a core issue for management research, concerning a large variety of 
sectors beyond the EO community: how co-design can help create collective action when it seems highly unlikely, 
if not impossible? In other words, how to bridge people who usually belong to separate worlds, who have hardly 
anything in common, but who could potentially benefit from their respective expertise - especially to design new 
paths of action towards sustainability transitions?   

 

Reference   

Barbier, R., 2023. Collective action for bridging digital and sustainability transitions: modelling and experimenting 
a new form of co-design between Earth-observation data providers and unknown users. (Doctoral thesis). Mines 
Paris, PSL University. https://www.theses.fr/s210910  
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Abstract 

In the face of contemporary socio-environmental challenges, our current models of society are 
increasingly faced with their own limits. Consequently, organisations and individuals are led to explore new forms 
of collective action spanning current organisational and sectorial boundaries. In this context, the use of “co-
design” has been flourishing in the last years to respond to the need of organising intricate innovative and 
collective processes requiring the involvement of multiple actors. However, these efforts prove to be eminently 
challenging. Indeed, it involves bridging people who usually evolve in highly different spheres, who have very little 
in common, and who might not be even aware of the existence of one another. In other words, the actors seem 
separated by a form of “grand distance”, making them appear as largely unknown to each other. In such 
conditions, collective action seems nowhere near guaranteed, if even possible.  

The thesis contributes to eliciting under which conditions and which forms co-design can help organise 
collective action in these situations of grand distance. In particular, the thesis proposes a model of co-design 
named “resilient-fit”, that has been built and experimented in the field of Earth Observation (EO), where the issue 
of grand distance unfolds in a particularly extreme way, specifically between EO data providers and potential users 
that remain mostly unknown to each other.  

The results of this research are analysed at three different levels (micro, meso, macro), each being the 
focus on one academic paper. Drawing on these results, the resilient-fit co-design model is characterised 
according to four dimensions: the methods and tools supporting the co-design process (‘technical substratum’); 
the overall purpose which co-design is aimed at (‘management philosophy’); the characteristics and roles of the 
actors involved (‘organisational relations’); and the underlying design mechanisms (‘reasoning logic’).  

By eliciting the resilient-fit co-design model, the thesis shows that co-design can indeed help organise 
collective action even in extreme situations of grand distance where collective action seems highly improbable, 
provided that co-design adequately takes into account the issue of grand distance. Although further efforts are 
still needed, the resilient-fit co-design model has already been largely praised by practitioners of the EO field. 
More broadly, it also offers multi-fold perspectives for management researchers and practitioners, suggesting 
new forms of collective action in times of digital and sustainability transitions. 

 

Keywords 

Co-design, collective action, sustainability transitions, digital innovation, Earth Observation 
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3.3.2 Published academic papers 

1. Raphaëlle Barbier, Skander Ben Yahia, Pascal Le Masson, Benoit Weil, "Expanding Usages Of Earth 
Observation Data: A Co-design approach to grow an ecosystem of efficient service designers"; in 
2021 IEEE International Geoscience and Remote Sensing Symposium IGARSS, 2021, pp. 296-299, doi: 
10.1109/IGARSS47720.2021.9553914. [https://hal.archives-ouvertes.fr/hal-03356299]  

2. Raphaëlle Barbier, Pascal Le Masson, Benoit Weil, "Transforming Data Into Added-value 
Information: The Design Of Scientific Measurement Models Through The Lens Of Design Theory"; 
in Proceedings of the Design Society: International Conference on Engineering Design, Cambridge 
University Press, 2021, 1, pp.3239-3248, doi: 10.1017/pds.2021.585 [https://hal.archives-
ouvertes.fr/hal-03356306]  

3. Raphaëlle Barbier, Skander Ben Yahia, Pascal Le Masson, Benoit Weil, “Co-design for novelty 
anchoring into multiple socio-technical systems in transitions: the case of Earth observation data”; 
in IEEE Transactions on Engineering Management, 2022, doi: 10.1109/TEM.2022.3184248. 
[https://hal.archives-ouvertes.fr/hal-03772981]  

3.3.3 Academic papers under review 

4. Raphaëlle Barbier, Skander Ben Yahia, Pascal Le Masson, Benoit Weil, “Data-push innovation beyond 
serendipity: the case of a digital platform strategically building up the genericity of Earth observation 
data”; submitted to Creativity and Innovation Management (under review) 

5. Raphaëlle Barbier, Skander Ben Yahia, Pascal Le Masson, Benoit Weil, “‘Resilient-fit’ co-design methods: 
designing the integration of Earth observation data into ecosystems facing grand challenges”; submitted 
to Technovation (under review) 

3.3.4 Academic conferences 

6. Raphaëlle Barbier, Benoit Weil, Pascal Le Masson, "Creating value from data in an ecosystem: 
building and expanding relationships between data and seemingly distant usages"; R&D 
Management 2019, Jun 2019, Palaiseau, France. 
[https://hal-mines-paristech.archives-ouvertes.fr/hal-02168086] 

7. Raphaëlle Barbier, Pascal Le Masson, Sylvain Lenfle, Benoit Weil, "Building the generativity of data 
to support the dynamics of multiple ecosystems: the case of Earth-observation data", R&D 
Management Conference 2021, Jul 2021, Glasgow, United Kingdom 
[https://hal.archives-ouvertes.fr/hal-03356310] 

3.4 Other conferences and workshops for the EO sector 

WP2’s communication on co-design beyond e-shape was supported by its participation to three conferences and 
webinars: 

1. e-shape General Assembly (February 1st, 2022) 
a. Overview of the co-design approach built in e-shape 
b. Pilots’ testimonies 
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c. Further research perspectives beyond e-shape:  trans-ecosystem co-design to support the growth 
of multiple socio-economic ecosystems in transitions 

2. Copernicus Horizon 20352 (February 17th, 2022) 
a. Co-design to boost user acceptance of Earth observation data: a resiliency-driven co-design 
b. Presentation of e-shape 
c. Main results on co-design 
d. Pilots’ testimonies 
e. Discussion on future perspectives beyond e-shape 

3. NextGEOSS Webinar – Transforming Earth observations to knowledge through inclusive participation3 
(February 22nd, 2022) 

a. Building a co-design methodology supporting the resilient growth of the Earth observation 
ecosystem 

b. Introduction to co-design in e-shape 
c. Co-design experimentation results 
d. Research and operational perspectives beyond e-shape 

4. EuroGEO Workshop – Co-design for EO data-based services (e-shape), hands-on session on co-design 
(course-training mix session) (December 7th, 2022) 

a. Learning from e-shape’s co-design experience 
b. Practicing co-design for EO data-based services: quick practical exercises to set up the participants 

co-design 
c. Discussing with e-shape pilots that have experimented co-design 
d. Sharing co-design experience 

 
Figure 5 Illustrations of Raphaëlle Barbier's (WP2 leader) participation to various conferences 

 
2 EU Space Conference – Copernicus Horizons 2035. https://www.euspace-conference2022.eu/fr/ 
3 Transforming earth observations to knowledge through inclusive participation – NextGEOSS. https://nextgeoss.eu/nextgeoss-webinar-
feb22-co-design 
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4 INSIGHTS ON THE FUTURE OF EO CO-DESIGN ACTIVITY 

Thanks to the work done in the framework of e-shape, it appears that the future development of co-design 
activities in the EO sector would highly benefit from additional investigations and dedicated efforts. In particular, 
WP2 has identified the three following paths to further support the diffusion of co-design in the EO sector: 

• Guidebooks (diagnostic tool & guidelines for workshops) 
• Developing co-design as-a-service (e.g., training of consultancy companies) 
• Establishing co-design as a critical component of EuroGEO/GEO 

The development of reference guidebooks to be shared with the overall EO community is an important goal to 
achieve. It will allow to reach a certain level of standardization of the method, being an important lever for 
dissemination. The first feedback on these tools is positive. However, they still need to be improved to be 
deployed on a larger scale, including: 

• Strengthening the self-diagnostic tool, making it more self-supporting 
• Improving the templates for co-design action support  
• Enriching guidebooks with more examples 

Another interesting path would consist in developing a dedicated co-design service or module that would help 
EO projects or institutions in need to set up co-design activities for their respective situations. The role of providing 
such co-design service could be taken up by different forms of actors. For example, some consulting firms could 
develop a co-design as-a-service offer to support the EO community with this task, as they are used to 
operationalize complex methods and making them easily deployable. A wider network of “co-design experts” 
could also be progressively trained. Such initiatives could be part of the “Sustainability Booster” concept, 
introduced by WP5.  

Finally, the EuroGEO/GEO network is and will stand as an important vector to raise awareness of co-design 
within the EO community. Establishing co-design as a critical component of the organizations would boost the 
co-design uptake within the EO community. Several actions could be conducted: 

• Diffusion of best practices 
• Setting-up co-design training for the EO community (Sustainability booster concept) 
• Ensuring co-design quality (labelling system) 
• Funding future research on co-design advances 

The outcomes of e-shape have already opened up several opportunities to further work on these different 
aspects. One could especially mention: 

• Involvement of the spin-off company (Stim) of the WP2 lab (Center for Management Science, Mines Paris, 
PSL University) within an ESA-funded project, in charge of operationalizing e-shape co-design to support 
the fast development of EO-based applications. 

• On-going discussions with ESA on how e-shape co-design could be adapted to the Destination Earth 
project (development of a reference co-design methodology for the DestinationE Core Service Platform). 

• Recognition of co-design as a core component of GEO: Raphaëlle Barbier appointed as expert in the ‘GEO 
Post-2025 strategy’ working group; occasional support from WP2 to help the GEO Secretariat to integrate 
co-design in the ‘incubator’ concept of the GEO work programme. 
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5 CONCLUSION 

This deliverable has presented WP2’s dissemination efforts in e-shape, especially highlighting the overall ambition 
to work towards the diffusion of a robust and easy-to-use co-design method specifically addressing the issues 
faced by the EO community. WP2 has used all its channels (internal and external) to communicate on the method 
and reach a variety of communities in the EO field and beyond. This document also shares WP2’s vision on the 
next steps that will allow the development and further diffusion of a routinized method helping the EO community 
to grow.  

In parallel of these diffusion efforts, it is finally important to note that significant research efforts seem still 
important to continue, especially to explore forms of co-design that might not have been prototyped in the 
context of e-shape. For example, it could include exploring: 

- Co-design when there is initially no identified pilot, playing the role of intermediary between EO data 
providers and potential users (e.g. when applied by a space agency); 

- Co-design to overcome conflictual situations (e.g. conflicting interests between different groups of people 
or between different paths of action - e.g. energy transition vs biodiversity preservation in a local area). 
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6 ANNEX 1 - WORKSHEET USED AT THE EUROGEO WORKSHOP 2022 
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EXPANDING USAGES OF EARTH OBSERVATION DATA: A CO-DESIGN APPROACH TO 
GROW AN ECOSYSTEM OF EFFICIENT SERVICE DESIGNERS 

 
Raphaëlle Barbier(1), Skander Ben Yahia(1), Pascal Le Masson(1), Benoit Weil(1) 

 
(1) Center for Management Science - i3 UMR CNRS 9217 - MINES ParisTech, PSL University / 

ARMINES 
 

ABSTRACT 
 
Earth Observation data has the potential to provide significant 
benefits to a large variety of socio-economic stakeholders. 
However, creating new usages of these data is particularly 
challenging as it requires connecting distant data and usages 
ecosystems. ‘Co-designing’ services based on Earth 
Observation data appears to be a promising path to overcome 
insufficiencies of ‘open-data’ strategies. However, in this 
challenging context, ‘co-design’ cannot be limited to the 
mere adjustment between user demands and data supply. 
Based on design theory, we propose a comprehensive 
framework for such a ‘co-design’ approach, aiming at 
growing an ecosystem of efficient service designers. It is 
experimented in the e-shape project. First results show that: 
(1) such co-design involves the implementation of a dynamic 
process of specific types of co-design actions, to unlock the 
different blocking points occurring in the growth of the 
ecosystem over time, (2) each co-design action aims at 
creating a ‘resilient fit’ between stakeholders.  
 

Index Terms— co-design, Earth Observation, value 
creation from data, open-data, data-based ecosystems 
 

1. INTRODUCTION 
 

Earth Observation (EO) refers to the production of 
information about the planet and its environment, based on 
different types of instruments (satellites, in-situ sensors etc). 
Initially produced mainly for scientific goals, EO data are 
now made available to every economic actor, through ‘open-
data’ policies. Socio-economic applications of this data seem 
to be diverse and promising, however, in practice, developing 
usages from EO data seems to be particularly challenging. 
Indeed, this effort could be schematically described as 
connecting very distant socio-economic ecosystems: the 
ecosystem of data and the various ecosystems of potential 
usages. These ecosystems are called “distant” as they do not 
share the same dynamics, time horizons (e.g. very long cycles 
to develop new instruments compared to short timeline of 
actions in the data usage context), performance logics and 
competencies (e.g. data processing might require very 
specific technical expertise while data usages might also 
require specific domain expertise).  

In order to connect distant data and usages 
ecosystems, several approaches have been promoted and 
implemented by the EO community in the last decades. The 
first one consists in having each ecosystem bridging 
independently half the distance, through an ‘open-data’ 
strategy [1]: on the one side, data are made available to 
everyone, on the other side, the different stakeholders take 
advantage of these resources by integrating them in their own 
usage context. Despite being necessary to broaden the usages 
of data, this approach has proved to be insufficient, as the 
stakeholders tend to have difficulty making use of EO data 
spontaneously.  

This accounts for the current efforts of the EO 
community to operate a second approach that consists in 
connecting the distant ecosystems of data and usages by 
encouraging the development of operational services based 
on Earth Observation data, through specific ‘co-design’ 
activities. An important stream of literature documents the 
implementation of such an approach in the case of climate 
services (based on climate-related data, being a certain type 
of EO data). Co-design (also referred as ‘co-production’ or 
‘co-development’ depending on the authors) mostly relates to 
the involvement of data users in order to adjust user demands 
and the supply of useful information [2]. Without appropriate 
processes, this might lead to ad hoc small-scale and short-
lived data-based services. However, despite being 
implemented in several projects through dedicated processes, 
recent research also underlines that what is understood by 
‘co-design’ is not systematically discussed and formalized 
[3].  

Based on the research work carried out in e-shape, a 
project funded within the EU Horizon 2020 program [4], this 
paper aims at proposing an analytical framework for co-
design in the Earth Observation context, clarifying co-design 
ambitions and the operational tools that could effectively 
contribute to the expansion of EO data usages.  
 

2. CO-DESIGN SEEN FROM THE DESIGN AND 
MANAGEMENT FIELD 

 
Literature in design and in management gives 

interesting insights on different approaches of co-design and 
its evolution over time[5]. Co-design reported in the Earth 
observation field seems to mainly corresponds to a first 



 

 

 
22 

approach consisting in building specific interactions between 
users and service designers in order to fit the developed 
service to user needs. This approach of co-design, as supply 
and demand adjustment, has largely developed since the 
years 2000s [6]. However, it is interesting to notice that co-
design were previously used in completely different 
situations, aiming at addressing other blocking points of the 
development of products or services concerning actors other 
than the user: 

• First, in the 70s, for the development of embedded 
systems [7]:  co-design referred to hardware and 
software integration, as the issue was to make 
different fields of expertise cooperate, a list of 
requirement being already defined 

• Later in the 90s, co-design referred to reshaping 
collaborations between buyers and suppliers, 
beyond usual price negotiation, to design new 
required components (e.g. in the automotive 
industry, new modules to increase comfort and 
reduce pollutant emission of cars) [8].  
 
These elements lead us to make the following 

proposition regarding co-design in the Earth Observation 
context: co-design objective could be described as growing 
an ecosystem of efficient service designers by unlocking the 
different blocking points in the development of EO-based 
services, going beyond adjusting supply and demand between 
data users and service designers. This paper proposes to test 
this proposition based on e-shape experience, and to address 
the two resulting questions:  

1. How to describe the blocking points occurring in 
the development of EO-based services? 

2. What types of tools would be needed to unlock 
these blocking points? 

 
3. METHODOLOGY 

 
Our research relies on the work carried out within 

the EU-funded e-shape project, bringing together a team of 
54 experienced partners from academia, industry, 
institutional entities and user communities to develop 27 pilot 
applications, spanning 7 thematic areas (food security, health, 
renewable energy, biodiversity, water resources, disaster 
resilience and climate). Given the large number of partners, 
and the variety of application sectors, e-shape appears to be a 
particularly favorable context to have a comprehensive 
understanding of the issues faced in the EO field. Within a 
dedicated work package led by the authors of the paper, a co-
design approach is being progressively designed and 
experimented with e-shape partners, based on recent 
advances in design theory [9]. The following process has 
been set up to assess co-design needs for each pilot: 

• Questionnaire sent to each pilot 

• Answers used to classify the different blocking 
points faced by the pilots (also called “co-design 
needs”) and make a first diagnosis for each pilot 

• Interview of one hour and a half with each pilot to 
validate the diagnosis of co-design needs 

 
4. RESULTS 

 
The outcomes of this analysis process are summarized in 
Table 1 for 22 pilots (anonymized), the analysis of the 5 
remaining pilots being still to be validated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
4.1. 
Co-

design going beyond supply-demand adjustment 
 

A first noticeable result is the validation of the 
proposition according to which co-design needs are not 
restricted to adjusting supply and demand between data users 
and service designers. Indeed, this perspective only 
corresponds to a first type of co-design needs (referred as 
Type 1 in the Table 1), whereas three other types of co-design 
needs have also been identified. These four types of co-design 
needs correspond to four types of actions, each type 
corresponding to a certain blocking point requiring the design 
of the relationship with a specific actor (cf Table 2). 
For each type, the initial state, blocking point to be addressed 
and expected outcomes always include two dimensions:  

1. A dimension related to the design of the service, 
described with two terms usefulness and usability, 
as commonly used in literature on climate 
services[10]. Usefulness refers to the general 
potential seen by users, whereas usability refers to 
the effective integration in users’ operations. 
Literature on climate services highlights that both 
aspects need to be addressed to successfully 
develop services, and that specific efforts are 
especially needed to move from useful to usable 

 
Short-term Long-term 

Pilot 
#1 Type 1 Type 3 
#2 Type 1 with User 1  

Type 2/4  
Type 1 with Users 2&3 

Type 3 with partner 
#3 Type 1 & 2   Type 4 
#4 Type 1  Type 4 
#5 Type 1  Type 3 & 4 
#6 Type 1 Type 2 for global scale 
#7 Type 1/3/4  Type 4 
#8 Type 2 Type 3 
#9 Type 1  Type 4  
#10 Type 1 & 4   Type 4 
#11 Type 1 & Type 3 Type 4 
#12 Type 2 Type 1  
#13 Type 1 & Type 4  Type 4 
#14 Type 1 Type 2 
#15 Type 1 / type 2 Type 3/4 
#16 Type 1 & 3  Type 4 
#17 Type 1 & 4  Type 4 
#18 Type 1  Type 3 & 4 
#19 Type 3 Type 4 
#20 Type 1 Type 4 / Type 3 
#21 Type 1 Type 4 
#22 Type 1 Type 4 

Table 1: Analysis outcomes of e-shape pilots 
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information, i.e. narrowing the so-called “usability 
gap”. 

2. A dimension related to the design of a specific 
relationship. This second dimension is crucial as 
the development of a service cannot be done only 
through collective work phases but also requires 

separate work phases. Agreeing on cooperation 
modalities is therefore crucial to guarantee the 
continuation of alternate collective and separate 
work phases over time. In a way, ‘co-design’ has to 
put a strong emphasis on designing the ‘co’, and 
not only the service itself. 

 

 
Figure 6: Schema of the four types of co-design actions aiming at connecting the distant data & usages ecosystems 

 

Table 2: Characterization of each co-design type and related actions  

 Overall context Initial state Blocking point to be 
addressed Expected outcomes "Quick-fit" 

actions "Resilient-fit" actions 

Type 1 
Adjustment 

between user and 
service designer 

(a) Usefulness already 
identified on a first basis 

but to be enhanced. 
Usability to be enhanced. 
(b)  Relationship with the 

user to be precisely 
defined but at least seems 
favorable (user willing to 
devote time settling it). 

Establishing adapted 
relationships with 
specific users for 

usefulness & usability 
assessment and 

enhancing 

(a) Enhanced lists of 
requirements ensuring 

usefulness and usability 
(b) Cooperation modalities 

with these specific users 
clearly clearly formalized 

Finding ONE 
satisfying list of 

requirements with 
one specific user 

In order to end up with a robust 
list of requirements, exploring a 

range of potential lists of 
requirements and related 

cooperation modalities allows a 
better adaptation to surprises or 

external constraints 

Type 2 Exploration for 
usage initiation 

(a) Usefulness not well-
known and/or 

(b) Relationship with the 
user appearing to be 
difficult to establish 
(uncommitted users) 

Establishing adapted 
interactions with user 

communities for 
usefulness 

identification 

(a) Expanded usefulness of 
the service 

(b) Expanded list of 
relevant stakeholders to 

interact with 

Finding a new 
relevant user to 

interact with 

Building relationships with a 
portfolio of relevant actors with a 
minimal usefulness established 

Type 3 Engineering for 
operationalization 

(a) Lists of requirements 
for usefulness and 

usability established. 
(b)Relationships with 

users established. 

Establishing adapted 
relationships with 

relevant partners for 
extensive usefulness & 

usability realization 
and operationalization 

of the service 

(a) Clarification of the 
service structure (parts 

ready to be operationalized, 
parts needing further 

exploration) 
(b) Cooperation modalities 

between R&D and 
operationalization entities 

clearly formalized 

Building the 
technical 

infrastructure for an 
existing user 

Structuring the service offer for a 
range of users and building all 

required resources through 
adapted partnerships 

Type 4 Exploration for 
usage expansion 

Usefulness, usability and 
relationships already 

established with existing 
users. 

Establishing adapted 
relationships with 

existing & potential 
new users for 

usefulness reinvention 

(a) Expanded range of 
potential alternatives for 

future usages (which 
usefulness for which actors) 
(b) Cooperation modalities 

and supports for 
interactions (proofs-of-

concept) defined for 
existing and new users 

Merely asking 
existing users what 
they would dream 

of 

Setting-up a joint programme for 
long-term exploration of new 

usages (identification of 
obstacles, research efforts to be 

made, etc) 
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4.2. Co-design as a dynamic interplay of four types of 
actions to connect distant data and usages ecosystems 
 
 A second major result is the consideration of co-
design as a dynamic interplay of these four types of actions. 
It is first an interplay of actions because at every moment, 
each service designer might be confronted with several co-
design needs. For example, the service designer might at the 
same time need a co-design type 1 to strengthen the 
relationship with a certain user, but also consider a type 2 to 
explore a new type of user community, and prepare for the 
operationalization of the service through a type 3. This 
interplay is also dynamic because each service designer goes 
through different co-design types at different moments in 
time, depending on its evolution and the issues faced all 
along. This appears in Table 1 through the integration of both 
short-term and long-term time horizons. 
 
4.3. Implementation of specific tools for each type of 
action, in a “resilient-fit” perspective 
 
 A third important result concerns the type of tools 
needed to support these four types of actions. It was first 
noticed that e-shape partners were already experienced in 
making some parts of these actions on their own, however 
they were often faced with the issue of making these efforts 
of connecting data and usages sustainable over time. 
Consequently, it appears that specific tools are required, 
aiming at establishing a “resilient fit” between stakeholders, 
rather than a “quick fit”. 

“Quick-fit” actions only focus on finding one type 
of interaction between data and usages ecosystems (single list 
of requirements with one user, in a punctual relationship). 
Whereas, “resilient-fit” actions aim at generating a range of 
alternatives (regarding the lists of requirements, the 
stakeholders involved, the types of partnerships), allowing a 
better adaptation to future surprises or unexpected constraints 
arising later in the process. These specific tools for “resilient-
fit” actions are currently under experimentation within e-
shape, but illustrations of “quick-fit” and “resilient-fit” 
actions are already given for each type of co-design in Table 
2. 
 

5. CONCLUSION 
 

This paper introduces an analytical framework for 
co-design adapted to the Earth Observation context, that has 
been designed and experimented within e-shape. The overall 
ambition of such a co-design approach is to progressively 
connect and expand the distant ecosystems of data and 
usages. In this perspective, we highlighted that co-design 
should not be restricted to the adjustment of supply and 
demand between users and service designers, but should be 
considered as a way of growing an ecosystem of efficient EO-
based service designers. It is based on a continuous process 

involving four types of actions aiming at unlocking blocking 
points occurring in the development of the services. Each 
type corresponds to the design of a certain committed form of 
relationship and should target a “resilient fit” between 
relevant stakeholders, in order to make sure that these efforts 
are sustainable over time. This approach of co-design and the 
related tools will be further experimented in the coming years 
within e-shape. 
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ABSTRACT  
Transforming data into added-value information is a recurrent issue in the context of “big data” phenomenon, as 
new sources of data become increasingly available. This paper proposes to offer a fresh look on how data and added-
value information are linked through the design of specific models. This investigation is based on design theory, 
used as an analysis framework, and on a historical example in the Earth science field. It aims at unveiling the 
reasoning logic behind the design process of models combining data science and domain knowledge in specific 
ways, especially involving not only knowledge about the physical phenomena but also on the measuring instrument 
itself. More specifically, this paper shows how specific efforts on exploring the originality of the new instrument 
compared to existing ones can result in designing performant models to transform new sources of data into 
information. This also suggests several important competencies to be involved in the model- design process: (1) a 
detailed understanding of the limitations of existing models (2) the ability to explore both the originality of the new 
source of data compared to existing ones (3) the ability of leveraging independent data sources.  
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INTRODUCTION 

In the 1980s, within a European research project, three research teams were asked to participate to a kind of 
scientific competition, to make use of a new source of data to transform it into added-value information - an issue 
that seems very contemporary today with the rise of "big data" phenomenon and organisation of specific challenges 
to address it (Sitruk and Kazakçi, 2018). In the 80s project, the three teams had the same starting point and objective: 
given a set of satellite data (new data source), propose the best possible model to predict solar radiation received 
on ground (already measured by in-situ sensors or other empirical methods), the performance criteria being clearly 
defined as minimizing the prediction error. The difference between the teams thus lied in the way they designed 
their respective model. A synthetic document was published to shed light on each of the three models and compare 
them. It is particularly interesting as it opens the "black box" of the modelling activity: not only does it illustrate 
the classic opposition between so-called "data-driven" and "physics-driven" approaches, but it also illustrates how 
significantly better a model can be designed when building on the two previous approaches and going beyond each 
of them. Moreover, details of the approaches give hints on how to design a powerful model linking physical 
phenomena and data - and how to get a strong performance by creatively make use of all available knowledge, in 
particular knowledge of the physics of the instrument (the satellite) and not only knowledge of the physics of 
radiation throughout the Earth atmosphere. This example is fascinating insofar as (1) it addresses in the 1980s, 
almost 40 years ago, a really contemporary issue: making sense of data to get precise, unquestionably added-value 
information; (2) it addresses also a problem that is as old as science: the design of scientific measures (information) 
based on a new instrument (new source of data).  
This paper proposes to investigate this historical example to give insights on a surprising blind spot in the successful 
development of data-based services, that is describing the design efforts that remain even when the type of 
information to be derived from data and its related value are already identified. Indeed, even when data are available 
(open data for instance) and when their added-value for the service is unquestionable (taking the form of valuable 
information), there can still be an issue in transforming available data into added-value information. This apparently 
small step in the chain linking data to value formally consists in using or building a model that relates data  to 
information in a reliable way. As for model building in data science, two recent trends have emerged: on the one 
hand, it can be considered as a "technical" statistical black box that can be addressed by relying on the most 
advanced data-science algorithms (GAN, CNN..); on the other hand, more recently, scholars remind that the wealth 
of scientific knowledge should be leveraged in data science models (Karpatne et al., 2017; Reichstein et al., 2019). 
In these two trends, it is clear that models are designed, but the design process and its underlying reasoning logic 
that intertwines data science and domain knowledge remain allusive. Moreover, the specific role of domain 
knowledge related to the instrument itself is not explicitly described.  Our paper thus aims at investigating the 
specific process of designing models to transform a new source of data into information, more specifically 
addressing the following question: in which possible ways can new sources of data be leveraged in the process of 
designing models to transform data into added-value information?  
To investigate this question, in a first part we show how literature proposed many models relating data to added-
value information but leaves a blind spot on the question of the reasoning logic behind the design process of these 
models, and its specific link with the new instrument. In a second part we propose to build a theoretical framework 
derived from design theory to analyse the design process associated to model design in the historical case mentioned 
above, that is then elucidated in a third part. A fourth part highlights contributions and limitations of this paper. 

LITERATURE REVIEW AND RESEARCH QUESTIONS  

Data-driven design: new opportunities stemming from the use of data 
 
In recent years, the development of internet, new sensors, and computational means has dramatically increased the 
flow of data in almost every business, industry and research area. This phenomenon, commonly referred as “big 
data”, has largely been discussed in the literature, shedding light on its definition, opportunities and challenges, 
especially the issue of how value can be created out of this new flow of data (Gandomi and Haider, 2015; Günther 
et al., 2017). Literature in design has also largely described the new opportunities arising from the use of data. 
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(Parraguez and Maier, 2017) highlight the potential benefits of using open-data from various sources (e.g. patents, 
publications, business registries, company websites, social networks) for the engineering design research. The 
variety of usages that could be made from data is often emphasized, for example through the 20 contributions of 
the special issue of the Journal of Mechanical Design (Kim et al., 2017) covering topics as various as discovering 
future design and technological opportunities thanks to patent mining techniques, modelling complex parts of the 
body in new manners, giving new insights on the critical functions to be included in the design of new products and 
services. Literature in design also more specifically reports on the beneficial use of data in the concept development 
phase of the design process (Escandón-Quintanilla et al., 2018; Bertoni, 2020). 
The transformation of data into usages is often described through the "Data Information Knowledge Wisdom" 
hierarchy (Rowley, 2007) or more recently the "data-information-knowledge" chain (Abbasi et al., 2016). Despite 
different definitions of these terms (Zins, 2007), they describe in a similar way the different types of design efforts 
to be made in order to effectively turn data into usages: (1) transforming data (that is contextualized, related to the 
measuring settings) into information (that should be more generally understandable, and meaningful in the context 
of reuse) ; (2) transformation of information into knowledge, generally referring to information used in a certain 
context. Thus knowledge refers to a certain "usage" or "value". These two terms will be preferred in the present 
paper, to avoid confusions with the term "knowledge" used in C-K design theory.  
In design literature, an important stream of works has focused on the way information could be transformed into 
usages, through the design of appropriate content management or visualisation tools (Huron et al., 2014; Dammak 
and Gardoni, 2018). Regarding the transformation of data into information, scholars report on several issues. 
(Bertoni, 2020) notices the tendency to rather resort to relatively easy-to-use data (such as text mining of social 
networks) rather than building new data generation methods that would bring more valuable information (such as 
resorting to the use of sensors giving information on the product in use) because of the higher complexity of such 
approaches. The design effort to be made for extracting new types of data is also reported as an issue by (Montecchi 
and Becattini, 2020) in the context of using data to encourage sustainable behaviours. These issues are often related 
to the ability of implementing complex algorithms and specific data science techniques, that are said to be 
sometimes poorly understood (Parraguez and Maier, 2017). So this stream of works suggests well the significant 
design effort to be made to transform data into information, however it does not fully describe the design process 
underlying this transformation. 

Designing models to transform data into information 
 
Other branches of literature offer insights on how information is designed, highlighting the importance of designing 
appropriate models. First, literature about instrumentation design and metrology reminds us that information coming 
from a measuring system is always designed (even for basic direct-reading instruments). Indeed, designing specific 
models of the measurement process is required to adequately relate the "indication" given by the instrument and the 
"measurement outcome", that is information that can be attributable to the object under consideration and not to 
other factors related to the instrument or the environment (Mari et al., 2012; Giordani and Mari, 2012; Tal, 2017). 
This literature also highlights that several model-design approaches might exist, emphasizing two extreme 
archetypal cases: considering the system as a "black-box"  where the model is derived from measures done for a 
number of known standard states, or considering the system as a "white box" where the model is determined by 
representing the physical process in details (Tal, 2017). This literature distinguishes two types of models and 
describes how to parameterize a (given) model in certain situations - still the question of the design of the base 
model remains unanswered.  
Second, these considerations on how models are designed are also discussed in the literature related to the use of 
data for scientific activities. The question on how to build good models is common in science. To give a few 
examples, already in the nineties, reflexive works of several disciplines around Earth science on their modelling 
practices were carried out, e.g. in hydrology (Beven, 1989; Barnes, 1995), or for solar irradiance estimation for 
which different approaches - classified as either physical or statistical - were listed and compared (Noia et al., 1993a, 
1993b). More recently, (Karpatne et al., 2017) made a similar distinction between "physics-only" (or "theory-only") 
models, that are built by modelling the different underlying physical processes, and "data-only" models, that are 
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built without using scientific theories by leveraging the large amount of available data through various data science 
techniques. The same authors emphasize the limitations of both approaches, calling for a new "theory-guided data 
science" paradigm, that would consist in combining scientific knowledge and data science. This article also gives a 
broad overview of the different combination possibilities by categorizing them in five main types: (1) theory-guided 
design of data science model families, (2) theory-guided learning of data science models given a model family, (3) 
theory-guided refinement of data science models outputs, (4) constructing hybrid models, (5) improving theory-
based models according to observational data. Hence the authors propose two main types of models and explain 
how to combine them. But it remains unclear, what is the design logics in "data-only" and "physics-only" and, more 
importantly, whether there might another type of model-design, different from the two previous ones and their 
combinations. This calls for more explicitly showing the underlying reasoning logic of the design process, especially 
the specific manner domain and data science knowledge bases are leveraged and might interact and evolve during 
the process. In this perspective, a quick analysis of "physics-only" and "data-only" models reveals for instance that 
the role played by the domain knowledge related to the new instrument (and not only on the physical phenomena) 
remains unclear. The present paper will therefore address the following research question: how are new sources of 
data leveraged to design an appropriate model transforming these data into added-value information? In particular, 
we will wonder what is the specific role played by the domain knowledge related to the instrument and how this 
instrument domain knowledge could help design specific model(s) transforming instrument data into added-value 
information.  

METHOD 

As underlined in the literature presented above, transforming data into information involves designing a specific 
model, leveraging both domain and data science knowledge. Our methodology is twofold: first, C-K design theory 
is used as a theoretical framework to represent this model-design process, second this framework is applied on a 
specific historical case study to further unveil interesting features of what makes a relevant model-design logic. 

C-K theory to represent the reasoning logic of designing models 
 
Our investigation relies on C-K theory as it sheds light on the reasoning logic underlying a design process (Hatchuel 
and Weil, 2003, 2009).  Such a process is indeed described as the interaction and the expansion of two spaces: a 
space K of knowledge and a space C of concepts. The K-space gathers all the knowledge the designers activate and 
progressively acquire during the design process (technical knowledge, user preferences, standards and regulations, 
etc). The C-space is the space where new ideas, concepts are explored. The interactions between the two spaces are 
represented through four different operators: KàC ("disjunction" where C-space is expanded thanks to available 
knowledge in K-space), CàK ("conjunction" where available knowledge in K is expanded and triggered by the 
concept expansion in C), KàK (self-expansion of knowledge based on logic rules, e.g. proving new theorems), 
CàC (expansion of concepts through partitioning of concepts).  
Thanks to this framework, we can represent the problem of designing a model (M) to better estimate a certain 
information (Y) based on new sources of data (X) as follows (see Figure 1): 
(a) The starting point is the initial concept C0 "designing a model M for a better estimation of Y through the use of 
X" 
(b) This calls for investigating in K-space (CàK) what are the available models to estimate Y (knowledge base on 
models) and how to use X in those models (knowledge base on the instrument, i.e.  existing and new sources of 
data). Two main types of models can be considered:  
The existing physics-driven models M_physics based on parameters describing the atmosphere (cloud properties, 

aerosols, etc.), where previously existing sources of data are used to estimate the parameters of the model. 
The existing data-driven models M_data (e.g. multiple linear regression) whose parameters are statistically 

estimated based on known pairs of (X,Y). 
(c) Based on these knowledge base on models, a subsequent operation KàC makes appear the two archetypal 
approaches called "physics-driven" or "data-driven", corresponding respectively to the concepts "M built on 
M_physics using X to better estimate physical parameters of M_physics" and "M built on M_data using X to estimate 
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the parameters of the statistical model M_data". Regarding the domain knowledge on the instrument, these 
approaches only rely on the capacity of the instrument to be integrated in existing models, i.e. the dimension of the 
instrument that can be expressed relatedly to the existing sources of data (referred as the knowledge base 
"correlation" in Figure 1). 
(d) A third approach, coined "hybrid", can be generated by leveraging both knowledge of M_physics and M_data 
and their respective limitations, as mentioned in literature with the approach of "theory-guided data science". This 
concept could be formulated as "M built by using X to overcome limitations of existing models". In this third 
approach, the role of the domain knowledge on the instrument remains unclearly described in literature. C-K design 
theory helps us to formulate some first insights. Indeed, it predicts that a good design process relies on the use of 
independent knowledge bases: thus the best approach should investigate to what extent the new source of data is 
"orthogonal" to the existing ones, i.e. what are the additional independent knowledge it could bring compared to 
the previously used data sources. The analysis of the historical case study aims at further elucidating these elements. 

 
Figure 1. C-K theory used to represent the model-design reasoning logic 

Case study: comparison of three model-design approaches  
The case study used in this paper is particularly adapted to investigate the research question formulated above. 
Indeed, it corresponds to a situation where there is a new source of data with an already identified usage: it thus 
allows us to avoid other debates in literature related to the identification of usages for new data and to rather focus 
on the design efforts that remain to be made to transform data into information, already identified as useful. Our 
case study is based on the research work of a research organisation based in Sophia-Antipolis (France) on solar 
radiation estimation from satellite data, carried out in the 1980s. As mentioned in the introduction, this organisation 
was involved in a project supported by the European Commission’s Solar Energy R&D Programme. The project 
aimed at assessing solar radiation more precisely and reliably, especially by integrating new data coming from 
satellites (whereas at the time solar radiation was mainly derived from networks of “in-situ” solar instruments, that 
were installed in a limited number of locations). Within this project, Sophia-Antipolis research institute, along with 
two other research teams, were in charge of developing a model to link solar radiation estimates and Earth 
observation data including new satellite data. Each research team developed a different model, based on its 
respective expertise. Their different model-design approaches were compared in the final report of the project for 
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the European Commission (Grüter et al., 1986). We also had access to the PhD thesis detailing the specific 
modelling approach developed by the Sophia-Antipolis team, and conducted semi-structured interviews (6 hours in 
total) with the researcher of this team who had been working on the development of the solar radiation methods 
from this European project in the 80s up to 2018.  

ANALYSIS OF THE CASE STUDY: SPECIFIC ROLE OF THE DOMAIN KNOWLEDGE 
RELATED TO THE INSTRUMENT 

Three teams corresponding to the three archetypal approaches found in literature 
The three approaches developed by the different teams correspond well to the different archetypal approaches found 
in literature: a physics-driven approach (Cologne team), a data-driven approach (Stuttgart team) and a hybrid 
approach (Sophia-Antipolis team) - see also Figure 2: 
Physics-driven approach (Cologne team): this team designed a model based on a “radiative transfer model” that 

explicitly describes the physical processes (e.g. absorption, scattering) occurring in the atmosphere. In this 
approach, satellite data are used to estimate existing parameters of the physical model. The limitations of this 
approach lie in the need of additional sources of data coming from other sources to determine some of the 
parameters of the model, that usually involves averaging the results over larger areas thus degrading the 
resolution of the final product. 

Data-driven approach (Stuttgart team): this team resorted to a statistical approach: the model is based on statistical 
regressions between satellite data and solar radiation measurements at the Earth’s surface, measured by “in-
situ” stations within the considered area. Satellite data are used to estimate the coefficients of the statistical 
law (starting with 360 features describing each satellite image, 25 parameters were kept, being most correlated 
to the ground solar radiation). The limitations of the approach result from the large number of regression 
parameters to be estimated without considering much physical-consistency, as the parameters are mainly 
deduced from the texture analysis of the satellite images. 

Hybrid approach (Sophia-Antipolis team): this team resorted to an approach aiming at overcoming the limitations 
of the two previous approaches. This approach more specifically relied on the introduction of an intermediary 
variable coined “cloud index”, describing the level of cloudiness. This hybrid approach had proved to be the 
most efficient one, in terms of quality of the estimation (see error histograms on Figure 1) but also easiness of 
processing (almost ten times quicker than the physical one). Our empirical materials help us to further elucidate 
the role played by the domain knowledge on the instrument in this approach. 
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Figure 2.  The three competing approaches and their respective results (histograms of errors - 

difference between predicted estimation and measurement at ground level)  

Closer look at the domain knowledge related to the instrument: intertwined exploration of the 
originality of the new instrument and the way of taking advantage of it to overcome 
identified limitations of existing models 

 
Based on what predicts C-K theory, the performance of such an approach could be explained by the way domain 
knowledge on the instrument is leveraged, especially investigating the "orthogonal" dimension of the new 
instrument compared to existing sources of data. The introduction of the "cloud index" by Sophia-Antipolis team 
corresponds to such an approach of investigating the originality of satellite data compared to existing sources of 
data. Indeed, (Cano, 1982) explicitly mentions that this cloud index is specifically built in order to be only 
determined by satellite data, without resorting to other parameters that would require to be assessed through other 
data sources. To do so, the estimation of this variable takes advantage of a specific property of the satellite data, i.e. 
the provision of time series (images of the same location at different moments in time). It is thus clear that Sophia-
Antipolis team resorts to domain knowledge on the new instrument in a very specific way: rather than relying on 
the dimension of new sources of data correlated to existing ones, the researchers explore the originality of the 
instrument, here exploiting a specific property of satellite data. 
A second interesting element to be noted is that this knowledge expansion about the possibilities of the instrument 
is made in close interaction with the exploration of how existing models' limitations can be addressed. Indeed, 
Sophia-Antipolis researchers highlight in (Grüther et al., 1986) that the cloud index can then be statistically linked 
to solar radiation with a simple linear relationship, thus reducing the number of regression parameters compared to 
fully statistical approaches, and avoiding rough estimation of some parameters of the physical approach that could 
not be directly estimated by satellite data. These conclusions lead us to refine the "hybrid" approach by 
distinguishing between two forms of "hybrid" models (see Figure 3): 
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"Combinatory" hybrid models that would combine parts of physics-driven and parts of data-driven models relying 
on a partial domain knowledge of the instrument, related to its dimensions that can be correlated to existing 
sources of data. 

"Expansive" hybrid models that would leverage the originality of the new instrument compared to existing ones to 
generate expansion on how the model is designed, as highlighted in this Sophia-Antipolis case. 

 
Figure 3. Representation of the model-design reasoning logic using C-K theory, completed with the 

case study analysis 

DISCUSSION AND CONCLUSION 

This paper proposes several contributions. First, it gives particular insights on the current academic discussions 
related to data-driven economy, where a lot of attention is either directed to the potential usages that new flows of 
data could create, or the new types of data to be exploited or created in order to address defined use cases. The case 
of solar radiation estimation offers an interesting configuration where these two considerations are already 
addressed: indeed, there is already a clearly identified type of information (solar radiation) to be derived from new 
data sources (satellite data), for a known usage (solar radiation information being of direct interest for the European 
Commission building at that time a European Solar Radiation Atlas). This example allows us to concentrate on the 
design efforts to be made to transform data into information and to show interesting features of the reasoning logic 
behind the design of a "hybrid" model combining domain and data science knowledge. In particular, this paper 
highlights the specific role of the domain knowledge related to the instrument in designing models to transform new 
sources of data into information. More specifically, it shows that a performant approach can result from making 
specific efforts on exploring and leveraging the originality of the new instrument compared to existing ones, 
suggesting a specific way of building hybrid models that goes beyond a simple combinatory logic.  
These considerations can be helpful to better understand some elements found in literature. First, the difficulties of 
resorting to new types of data mentioned by (Bertoni, 2020) and (Montecchi and Becattini, 2020) can be better 
understood: our results indeed suggest that the tendency to avoid resorting to new data might result from the intricate 
design effort to be made with specific competencies in order to transform new data into added-value information. 
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The importance of orienting the design process in a way that takes into account specific limitations of the usual 
models can also be found in other contexts, e.g. in (Kazakçı, 2015) highlighting that in the context of "HiggsML 
challenge organised to gain insights into the study of Higgs boson in particle physics by means of machine learning 
algorithms", the participants who succeeded were the ones that did not simply apply the usual workflow of machine 
learning techniques but were able to take into account the specificity of the challenge involving an usual objective 
function. More interestingly, some examples of a "theory-guided data science" approach given in (Karpatne et al., 
2017) can be better understood as either "combinatory" or "expansive" hybrid approaches, by considering the way 
domain knowledge related to the instrument is leveraged. For example, the problem of mapping surface water 
dynamics with satellite data starts with the analysis of the limitations of "data-only" models: "Remote sensing data 
from Earth observing satellites presents a promising opportunity for monitoring the dynamics of surface water body 
extent at regular intervals of time. It is possible to build predictive models that use multi-spectral data from satellite 
images as input features to classify pixels of the image as water or land. However, these models are challenged by 
the poor quality of labeled data, noise and missing values in remote sensing signals, and the inherent variability of 
water and land classes over space and time." From this analysis, a way of addressing these challenges is investigated 
thanks to additional domain knowledge, noticing that "locations at a lower elevation are filled up first before the 
water level reaches locations at higher elevations". Thus, to improve the model, information on the elevation is 
identified as a new variable to be estimated to assist classification models (it would be used as a constraint of the 
classifier minimizing training errors). However, such information obtained from other instruments (sonar 
instruments) is not available at the required granularity. Thus, a new way of using satellite data is imagined to derive 
information on the elevation, by "using the history of imperfect water/land labels produced by a data science model 
at every location over a long period of time", suggesting here an "expansive" hybrid approach. 
This paper also contributes to practice as these results shed light on several interesting competencies that a model 
designer should have to successfully develop a model combining domain and data science knowledge. It is first 
highlighted that domain knowledge does not only involve understanding the physical processes but also 
understanding and exploring the potential of the instrument providing new sources of data. Second, the 
competencies of model designers should not be described as only picking in a model manual (either physics-based 
or data-based) given a certain situation, but should rather involve (1) a detailed understanding of the limitations of 
existing models - either "physics-driven" or "data-driven" ; (2) the ability to explore both the originality of the new 
source of data compared to existing ones and on how it could help overcome the limitations of existing models. This 
might lead to introduce new variables to be estimated from data, which might also consequently involve building 
new ways of considering the output data of the new instrument. Finally, these elements also suggest a third 
competency:  (3) the ability of leveraging together independent, potentially heterogeneous, data sources. Indeed, 
the analysis of the model limitations and originality of the instrument can result in building new variables to be 
estimated from data, that would require looking for several new independent sources of data. This specific 
competency could be related to "data fusion", that had been interestingly investigated by the same Sophia-Antipolis 
team (Wald, 1998), as "a formal framework in which are expressed means and tools for the alliance of data 
originating from different sources, in order to obtain information of greater quality". 
Several limitations of our research can be identified. First, the paper relies on a specific case study, highlighting the 
relevance of an expansive hybrid approach that leverages domain knowledge related to the new instrument by 
exploring its originality compared to existing sources of information. However, other interesting approaches could 
also result from other types of expansion that are not only related the instrument domain knowledge expansion, but 
that could come from the enrichment of knowledge bases related to the physics-driven or data-driven models 
(especially through new machine learning techniques that are currently developed). These types of expansions could 
be further described through other case studies corresponding to such contexts. Moreover, as highlighted in this 
paper, our case study corresponds to a situation where the new source of data and its usage (transformation into a 
certain type of added-value information) are already given. It would be interesting to investigate how the design 
process described in this paper could be leveraged in cases where the usefulness of information or the type of 
instrument to be used are still be to be explored. Finally, it is also worth noticing that our case study relies on a 
specific type of data (i.e. scientific or instrumental type). The relevance of our results for other types of data (such 
as data bases of patents or data on consumers' preferences) could be discussed. At first sight, we could consider our 
case study as an extreme case that helps rediscuss basic notions. In this perspective, even with non-scientific types 
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of data, we could assume that information is also derived from data through the use of specific models (although 
maybe not as complex as for Earth science). In some contexts, these models might be implicitly used and little 
designed, and the specific model-design competencies highlighted in this paper could open up new possibilities, by 
designing models that makes most use of knowledge about limitations of data-science techniques and description 
of the considered phenomenon (not necessarily physical processes, but for example modelling of customer 
behaviours), and exploration of the specificities of the data collection process (that might be different from scientific 
instruments). Further investigations would be interesting to further examine this question. 
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Abstract 
Tackling grand challenges requires new forms of collaborative innovation to support intricate design 
processes involving heterogeneous actors. This paper specifically investigates how co-design supports 
the anchoring of promising novelties into multiple socio-technical systems to accelerate their respective 
sustainability transitions. A co-design framework adapted to this multi-system context is derived from 
transition research and design and innovation management research. The framework is validated 
empirically based on twenty-seven case studies where the novelty to be anchored corresponds to Earth 
observation data. Contributing to transition research, the paper shows how this multi-system co-design 
framework provides novelty developers with a diagnostic tool to clarify their anchoring strategy, by 
framing the relevant actions to conduct at different time horizons. Several enrichments of the anchoring 
concept are also proposed, highlighting some complementarities between different forms of anchoring 
and the endless property of the process. Contributing to design and innovation management research, 
the paper sheds light on co-design in an original perspective by considering a context crossing the usual 
boundaries of socio-technical systems and focusing on a diagnostic dimension preceding the 
organisation of collective design sessions. The co-design framework also highlights a so-called “resource-
based” form of collaborative innovation aiming to build novelty-based resources for heterogeneous 
actors facing grand challenges. This approach complements more common “challenge-based” 
approaches aiming to directly address a targeted challenge. 
 
Keywords: co-design, collaborative innovation, grand challenges, sustainability transitions, anchoring, 
multi-level perspective, strategic niche management, Earth observation data, digital innovation 
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I. Introduction 
 
Addressing grand societal challenges appears today as a major priority, requiring deep transformations 

of societies. Different streams of management research underline the specific issues associated with 

these grand challenges, calling for new forms of technical and social innovations [1], [2], institutions and 

policies supporting them [3], [4], and practices within organisations [5]. Eisenhardt et al. [6] define them 

as “complex problems with significant implications, unknown solutions, and intertwined and evolving 

technical and social interactions”, that might include among others climate change, water scarcity, 

poverty, or food security. Recent works particularly underline that addressing such challenges requires 

new forms of collective action [7]–[10], especially to stimulate intricate innovation processes beyond 

organisational boundaries [11]–[14], that need to be considered in a long-run and evolutionary 

perspective [2], [3], [11], [12], [15] to efficiently ensure deep and viable socio-technical transformations 

[4].  

The multi-level perspective (MLP) framework offers an interesting analytical tool to better understand 

the long-term socio-technical transformations involved in addressing these grand challenges through so-

called sustainability transitions [16]–[22]. MLP draws upon the notion of socio-technical system, referring 

to the actors, institutions and artefacts interacting to fulfil societal functions (e.g. transport, 

communication, nutrition) [23]–[26]. Transitions are conceptualised as non-linear processes resulting 

from the interactions between the three analytical levels of the socio-technical system: niches, defined 

as protective spaces for the development of radical novelties; regime referring to the rules and practices 

framing the action of the different social groups involved in transitions (e.g. engineers, users, policy 

makers) and accounting for the stability of the existing system; and landscape corresponding to the 

exogenous context affecting socio-technical developments (e.g. global societal trends putting pressure 

on the existing regime). A transition occurs when there is a shift from one regime to another following a 

specific interplay between these three levels. As described in early MLP works, the internal tensions of 

regimes or an intensified landscape pressure can generate a “window of opportunity” for niche 

innovations (i.e. novelties maturing in niches) to progressively agglomerate into a new socio-technical 

configuration, competing with the incumbent regime, and eventually establishing itself as a new regime 

[23].  
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Scholars have progressively refined the analysis of these transition dynamics by unveiling different 

transition pathways [24], [27]–[29], and have recently called for further research on how these transition 

dynamics could be accelerated [30], [31]. They especially suggest that present transition dynamics might 

occur through more complex and subtle interactions between niches and regimes compared to past 

transitions [20].  In this perspective, scholars have more precisely shed light on certain forms of 

mechanisms, coined “anchoring”, aiming at newly or more firmly connecting a novelty to a niche or 

regime within a socio-technical system [32], [33]. They also underline the importance of considering the 

interactions between multiple socio-technical systems [29], [34]–[36], that can be especially fruitful in 

enhancing niche resilience, as illustrated by the case of biogas anchoring in both agriculture and energy 

systems [34].  

Our paper aims at unveiling certain forms of managerial practices that would support novelty anchoring 

into multiple socio-technical systems. We especially propose to focus on so-called ‘co-design’ practices, 

supporting the implementation of an interactive design approach involving intricate learning processes 

[17], [37]. This analytical lens is indeed particularly relevant for our investigation as it combines two 

crucial aspects of grand challenges and sustainability transitions: a design aspect accounting for the high 

degree of unknown entailed in building new forms of actions to address grand challenges, a collective 

aspect accounting for the variety of actors to be involved beyond usual disciplinary and sectorial 

boundaries [1], [2], [6]. Our paper thus proposes to investigate the following question: how can a multi-

system co-design framework help the developers of a certain novelty steer an anchoring strategy into 

multiple socio-technical systems? 

A theoretical co-design framework adapted to the investigated context is first derived from transition 

research complemented by research in design and innovation management, leading us to distinguish 

between four main types of co-design depending on the nature of the learning processes in which 

novelty developers engage. The relevance of these co-design types is validated and discussed empirically 

based on twenty-seven case studies rooted in the Earth observation field, where specific actors are 

encouraged to use co-design to further anchor Earth observation data into various socio-technical 

systems that would benefit from these data to accelerate their respective sustainability transitions. 

This paper offers several contributions advancing research on collaborative innovation for sustainability 

transitions. Contributing to transition research, our work takes a specific look at managerial practices 
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that can support multi-system anchoring. Our study shows that the co-design framework provides 

novelty developers with a helpful diagnostic tool to clarify their anchoring strategy by distributing their 

design efforts over time, thus allowing them to handle significant learning processes with broad design 

ambitions in a long-term perspective. Several enrichments of the anchoring concept are also derived 

from these outcomes.  

Contributing to design and innovation management research, our work sheds light on co-design in an 

original perspective. Indeed, this paper does not focus on the aspects of co-design related to the 

organisation of specific collective design sessions or workshops, but focuses on a diagnostic dimension 

preceding the actual collective design sessions. This diagnostic dimension is especially crucial in the 

multi-system context of co-design considered in the paper, requiring specific efforts to identify the 

relevant actors among a complex and evolving range of heterogeneous actors. Second, in the perspective 

of tackling grand challenges, our co-design framework sheds light on two complementary logics of 

collaborative innovation, coined “resource-based” and “challenge-based”. This paper eventually 

proposes several perspectives for practitioners, involved in novelty development activities or in policy 

making institutions. 

 

II. Theoretical background 
 
This section examines the relevance of taking a co-design perspective to support novelty developers in 

building an anchoring strategy into multiple socio-technical systems, and elicits a theoretical co-design 

framework based on transition studies and research in design and innovation management.  

 
A. Anchoring novelties into niches or regimes to accelerate the sustainability transitions of 

multiple socio-technical systems: the relevance of considering a co-design perspective 
 
The development of novelties and their wider uptake appear as important aspects in sustainability 

transitions of socio-technical systems. The MLP framework especially emphasises the importance of 

niches as the “seeds for systemic change” [22], playing the role of protective spaces where radical 

novelties are developed and sheltered from possible tensions with the existing regime [23]–[26]. A 

dedicated branch of transition research, called strategic niche management (SNM), has more specifically 
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underlined the importance of creating social networks endorsing intricate learning processes that 

concern multiple dimensions - including technical aspects and design specifications, market and user 

preferences, cultural and symbolic meaning, infrastructure and maintenance networks, industry and 

production networks, regulations and government policy, societal and environmental [38]–[41].  

Drawing upon MLP and SNM insights, Elzen et al. [32] have introduced “anchoring” as an analytical 

concept to expand the organisation of these learning processes beyond the initial development of 

novelties towards their wider uptake in socio-technical systems. Anchoring is defined as “the process in 

which a novelty [i.e. a new technology, a new technical concept or a new socio-technical practice] 

becomes newly connected, connected in a new way, or connected more firmly to a niche or a regime”. 

The authors precise that anchoring does not refer to the permanent uptake of the novelty in a new 

environment (niche or regime), but rather consists in a “continuous process of probing new connections” 

until their transformations into more durable links. Three forms of anchoring are distinguished: 

technological anchoring when the technical characteristics of a novelty are more specifically defined and 

adapted to the actors’ operations and practices; network anchoring “when changes occur in the network 

of actors that ‘carry’ the novelty, e.g. by producing it, using it or developing it further”,  and institutional 

anchoring when changes occur in the beliefs, visions, or problem views of actors (cognitive or 

interpretative institutions), formal and informal rules about what is desirable or not (normative 

institutions), and rules and arrangements (e.g. contracts, business networks) that govern market or 

economic activities (economic institutions).  

This anchoring concept has been further expanded to account for the interactions between multiple 

regimes, e.g. novelties for renewable energy production that have successfully developed by anchoring 

in both agriculture and electricity regimes [34]. This multi-system perspective seems especially 

important for different types of novelties mentioned in literature, especially so-called generic or general 

purpose technologies having the potential to be used in many different application domains, such as 

materials science, 3D printing, biological and genetic engineering, computing [30], or other digital 

innovations [42].  Sutherland et al. [34] highlight that these multi-regime anchoring processes can be 

supported by the emergence of a new regime, coined  “fiat regime” - “fiat” meaning formal 

authorisation, proposition or a decree - characterised by new sets of rules and regulations facilitating 

the cooperation between parent regimes while preserving their own structure and dynamics (e.g. targets 
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set by the European Commission and implemented nationally to support renewable electricity 

production). A complementary focus on the underlying managerial practices could provide additional 

insights on how to support these multi-system anchoring processes, in line with scholars’ 

recommendations on considering the agency involved in sustainability transitions, i.e. the actors and 

their micro-level actions supporting transition dynamics [16], [22], [28], [43]. Several studies already 

offer interesting perspectives to examine these managerial practices. Although not in a multi-system 

perspective, some works highlight the potential of participatory design approaches in handling the 

intricate multi-actor design processes supporting the sustainability transitions of the agricultural system  

[33], [44], [45] or the energy system [46]. For example, Beguin et al. [45] emphasise the role of collective 

and innovative ‘co-design’ approaches in “fostering cross learning processes amongst designers and 

users in order to achieve the joint building of a technology, of a desirable future, and of the activity or 

the collective action in which the technology will be used”. Studying the animal production system, Elzen 

and Bos [33] have more specifically shown the fruitful combination of the anchoring concept with an 

interactive design approach to design a new integrally sustainable system, by especially targeting the 

uptake of novelties from the beginning of the design phase.  

Our paper proposes to advance these works by jointly considering these two streams of recent research 

on anchoring, building complementarities between their respective results and remaining blind spots, 

i.e. on the one side investigating multi-system interactions with a specific attention on micro-level 

managerial practices, and on the other side considering the fruitful combination of anchoring with 

collective and innovative design approaches so far described within the boundaries of a single socio-

technical system. We will use the term “co-design” to refer to these design approaches, as it is explicitly 

mentioned by Grin et al. [17] as one of the shared concepts of transition research, underlining that 

“knowledge is developed in a complex, interactive design process with a range of stakeholders involved 

through a process of social learning”. This especially leads us to formulate the following question: how 

can a multi-system co-design framework help the developers of a certain novelty steer an anchoring 

strategy into multiple socio-technical systems? 

Transition literature does not explicitly propose a co-design framework in the context of anchoring 

novelties into multiple socio-technical systems. To examine this question, we have thus been confronted 

with the issue of building an adapted co-design framework. Next paragraphs show how such a 
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framework can be theoretically derived from existing literature, leveraging transition studies to 

conceptualise the overall co-design setting, and additional insights from design and innovation 

management literature to distinguish between different types of co-design depending on the nature of 

learning processes. 

 
B. Co-design framework through the lens of transition research 

 
Transition literature provides us with several insights to conceptualise the overall setting of a multi-

system co-design framework by clarifying the following elements: the considered multi-system 

configuration and related agency, the expected outcomes of co-design and the associated learning 

processes. 

In the context of novelty anchoring in multiple socio-technical systems, the developers and the users of 

the novelties might belong to different socio-technical systems, resulting in an increasing variety of 

possible actors to be involved and a large heterogeneity of knowledge between these actors. We 

especially distinguish between the so-called novelty-emergence socio-technical system into which the 

novelty has initially developed (e.g. biogas primarily embedded into the agriculture regime to address 

waste management problems) and novelty-use socio-technical systems that might benefit from the use 

of the novelty to accelerate their respective sustainability transitions by better tackling the grand 

challenges they are facing (e.g.  further anchoring of biogas into the energy regime). Looking at 

underlying agency, scholars have highlighted the benefits of taking an “insider” perspective, describing 

the strategies deployed by the advocates of niches that mobilise and create protective spaces over time 

through multi-actor relationships [43]. Following a similar line, our paper focuses on the view of novelty 

developers supporting the development of a certain novelty by anchoring it into various socio-technical 

systems.  

Regarding the expected outcomes of co-design, the definition provided by Beguin et al. [45] suggests 

considering “the joint building of a technology, of a desirable future, and of the activity or the collective 

action in which the technology will be used”. Considering the investigated context of anchoring to 

accelerate the transitions of multiple socio-technical systems, these outcomes can be further specified 

following two dimensions. First, focusing on the anchoring dimension, the expected outcomes can be 

characterised following the three types of anchoring detailed above: technological anchoring (in line with 
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the “joint technology building” aspect), network anchoring (in line with the “collective action” aspect), 

and institutional anchoring (in line with the “desirable future” aspect). Scholars also argue that successful 

anchoring seems to require an interplay of these three forms of actions [32], [33]. For example, the 

limited development of biogas in some countries can be associated with a lack of network anchoring or 

a lack of cognitive institutional anchoring resulting in altering the normative institutional support 

(dedicated rules and regulations) brought to renewable energy production [34]. For this reason, it seems 

relevant to consider co-design as potentially associated with all three types of anchoring. Second, as 

anchoring is investigated in the perspective of accelerating the sustainability transitions of multiple 

socio-technical systems, the expected outcomes of co-design can also be specified according to a second 

dimension related to its interaction with transition dynamics of both the novelty-emergence and the 

novelty-use socio-technical systems.  

Finally, taking a micro-level perspective on co-design involves considering an additional analytical layer 

closer to the novelty developers’ contexts of actions. The co-design definitions provided by Beguin et al. 

[45] and Grin et al. [17] both suggest considering the learning processes underlying the co-design 

approach. In this perspective, SNM scholars emphasise the importance of learning processes that do not 

merely focus on accumulating facts and data (coined as first-order learning), but also expanding cognitive 

frames and assumptions (coined as second-order learning) [38]–[41]. Empirical case studies have 

especially highlighted that niche development might be significantly hampered when learning processes 

are limited to first-order learning, e.g. by restrictively perceiving users as consumers with already 

articulated needs [41], [47]. However, second-order learning processes appear to be particularly difficult 

to reach in practice and might depend on specific drivers and contexts [48], [49]. These elements suggest 

that co-design might be associated with different forms of learning processes depending on the context 

of action.  Our investigation especially needs to consider the forms of learning processes that will address 

the large degree of unknown and high heterogeneity of knowledge prevailing in the context of multi-

system sustainability transitions. 

 

C. Co-design framework through the lens of design & innovation management research 
 
Research in design and innovation management provides complementary insights to further 

characterise these forms of learning processes that can be specified by considering the design space of 
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novelty developers, involving different levels of unknown related to co-evolving problem and solution 

spaces.   

 

1) Expanding the design space of actors through the intertwined expansion of problem and solution 

spaces 

 
Design research has shed light on a so-called ‘co-evolutionary’ paradigm in which creative design involves 

the exploration of two distinct spaces - the problem space and the solution space – that continuously 

evolve through mutual interaction [50]–[52]. Dorst and Cross [53] further explored the empirical validity 

of this model and elaborated on the notion of pairing: “creative design involves a period of exploration 

in which problem and solution spaces are evolving and are unstable until (temporarily) fixed by an 

emergent bridge which identifies a problem-solution pairing.”  

Similar considerations can be found in innovation management research. In particular, von Hippel and 

von Krogh [54] propose an original problem-solving approach, conceptualised as the  discovery of viable 

“need-solution” pairs, linking a certain point of the need landscape (defined as the pool of need-related 

information) and a certain point of the solution landscape (defined as the pool of solution-related 

information). Indeed, the authors notice that individuals sometimes “[recognise] a problem worth 

solving only after encountering a potential solution worth implementing”, thus contrasting with classical 

problem solving starting with problem formulation. For the sake of clarity, we will only keep the terms 

introduced in design literature, i.e. “problem-solution pairs” and “problem and solution spaces”. 

The context of sustainability transitions has not been explicitly investigated by these different works, 

that have indeed mainly considered problem-solving cases encountered by individuals in their everyday 

life [54],  or in laboratory settings with clearly defined and delimited design tasks [55], [53]. However, 

the problem-solution pairing approach appears to be well adapted when problem spaces are complex 

and various problem-solution pairs are potentially viable, avoiding costly efforts in formulating a 

problem or searching an exhaustive problem or solution space [54]. Grand challenges and sustainability 

transitions clearly meet these conditions, given the large amount of unknown associated with both 

problems and solutions [2], [6].  

Moreover, although mainly based on the perspective of an individual designer that would be able to 

discover problem-solution pairs on its own, von Hippel and von Krogh [54] also mention situations 
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involving multiple actors (e.g. in crowdsourcing or open source initiatives). They suggest that the 

approach is more likely to be successful when solver individuals or teams have expertise in aspects 

related to both problems and solutions. In the context of multi-system anchoring, it can be reasonably 

assumed that such expertise is not shared by the same actors. Basically, novelty developers might have 

a limited expertise on problem aspects (i.e. for what purposes the novelty could be used), and the actors 

that could potentially benefit from this novelty might also have a limited expertise on solution aspects 

(i.e how the novelty could be transformed into a promising solution). In such situations, the discovery of 

problem-solution pairs appears to be hardly achievable by the actors taken individually, thus requiring a 

dedicated collective design setting. This confirms further the interest of investigating the potential role 

played by co-design for actors involved in multi-system anchoring. Taking the view of novelty developers, 

the expected outcomes of co-design can be more precisely described according to the expansion of the 

design space of novelty developers, made of two co-evolving sub-spaces (problem and solution spaces) 

resulting in the discovery of viable problem-solution pairs. 

 
2) Design space associated with various degrees of unknown related to problem and solution 

spaces 
 
Recent advances in design theory are helpful to go one step further in characterising this design space. 

Hatchuel et al.[37] especially recall that the strength of design lies in its ‘generativity’, i.e. “the ability to 

conceptualize and create non-existent alternatives”. It has thus been argued and demonstrated that 

design reasoning logic goes beyond “bounded rationality” [56], but rather involved an “expandable 

rationality” [57]. In this perspective, both problem and solution spaces are associated with a certain 

degree of unknown and can be progressively expanded through an intertwined exploration of unknown 

and known objects [58], [59]. Unlike usual decision-making and problem-solving paradigms, the 

unknown is not limited to the uncertainty on the value of well-known design parameters, but can 

potentially include the exploration of unknown design parameters. Hatchuel et al.[37] also stress that 

the level of unknown (or generativity) involved in a design process determines the paradigm and social 

spaces in which the design process should take place: situations with a low level of unknown can be dealt 

with usual forms of problem-solving and social spaces, whereas situations with a higher level of unknown 

tend to require more generative models of design theory and the creation of original forms of social 

organisations. These considerations lead us to theoretically distinguish between four types of co-design 
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corresponding to different contexts defined by the level of unknown associated with the problem and 

solution spaces of novelty developers, leading to different forms of learning processes, as defined in Table 

1. 

 Level of unknown - Problem space 
Low High 

Le
ve
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f u

nk
no
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n 
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n 
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e 
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w

 

Co-design type 1 
 
Problem-related unknown: identified 
problems that might need further 
specification  
Solution-related unknown: limited 
development efforts leveraging 
existing building blocks  
Learning processes to build problem-
solution pairs: slight co-expansion of 
problem and solution spaces 

Co-design type 2 
 
Problem-related unknown:  
unknown or little-known problems to 
be identified 
Solution-related unknown: limited 
development efforts leveraging 
existing building blocks  
Learning processes to build problem-
solution pairs: large on problem 
space, limited on solution space 

Hi
gh

 

Co-design type 3 
 
Problem-related unknown:  
identified problems that might need 
further specification  
Solution-related unknown: extensive 
development efforts  
Learning processes to build problem-
solution pairs: large on solution 
space, limited on problem space 

Co-design type 4 
 
Problem-related unknown:  
unknown or little-known problems to 
be identified 
Solution-related unknown: extensive 
development efforts  
Learning processes to build problem-
solution pairs: large co-expansion of 
problem and solution spaces 

Table 3: Four types of co-design theoretically deduced from the level of unknown associated with problem and solution spaces of novelty 
developers 

To summarise this section, recent works in transition studies have led us to raise the following research 

question: how can a multi-system co-design framework help the developers of a certain novelty steer an 

anchoring strategy into multiple socio-technical systems? Two main streams of literature have then been 

used to build a theoretical co-design framework adapted to the context of multi-system anchoring 

entailing intricate learning processes. The respective insights brought by these two broad streams of 

literature are synthesised in Figure 1, more largely outlining the overall argument developed in the 

paper.  
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Figure 7: Synthesis of the overall argumentation developed in the paper, summarising theoretical background (precising how the co-
design framework is built), method and empirical material, main results, research contributions and further perspectives (STS used for 
“socio-technical system”) 

III. Method and empirical material  
 

Aligned with the guidelines proposed by Eisenhardt et al. [6] for research related to grand challenges, 

this research question is addressed through an empirical investigation following an inductive logic, 

aiming at taking advantage of rich empirical data to validate and potentially enrich the theoretical co-

design framework derived from literature, drawing on multiple case studies [60] in the context of Earth 

observation. Assessing the relevance of the framework will especially include the two following aspects: 

(1) given the portfolio of case studies, investigating whether all four types of co-design appear to be 

relevant and to what extent certain types are predominant over the others, (2) given one case study, 

investigating whether the actors are concerned by one or several co-design types and how these types 

combine with each other. 

 

A. Relevance of the Earth observation field as an empirical context 
 
Earth observation (EO) data are produced by a large range of instruments (e.g. satellites, in-situ sensors 

such as meteorological land stations, but also more recently IoT or smartphone data), to monitor, 

understand, or predict the evolution of our man-made or natural environment. These data are thus a 

good example of a novelty that might support multiple actors in tackling grand challenges [42], e.g. 

building a more sustainable agriculture, building resilience to natural disasters, supporting the 

development of renewable energies.  

The distinction between the EO-emergence socio-technical system and the EO-use socio-technical 

systems, into which EO data might be used to address certain grand challenges, can be justified by 

considering the three types of rules -  regulative, normative and cognitive - defining a socio-technical 

regime [26]. On the regulative aspect, the EO socio-technical system is governed by laws and standards 

(e.g. related to satellite developments, processing and sharing of data), differing from laws and 

regulations followed by the potential user communities (e.g. the Common Agriculture Policy in 

agriculture, or the Stockholm Convention for surveillance of persistent organic pollutants). On the 

normative aspect, as the actors belong to very distinct profession bodies (e.g. data analyst on the one 
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side and farmer on the other side), they hardly share the same norms or performance logics. Finally, on 

the cognitive aspect, there is a large gap between the considered timelines (e.g. very long cycles to 

develop new instruments differing from short timelines of actions to be taken based on data uses), and 

the competencies (e.g. specific technical expertise related to data processing differing from specific 

domain expertise related to data uses).  

In recent years, significant efforts have been undertaken to anchor EO data into various socio-technical 

systems, especially in the perspective of helping actors progress towards sustainable development goals. 

Considering the European context, these scientific data have been increasingly considered as a common 

good and made freely accessible to all potential users in an ‘open-data’ approach [61], [62]. However, 

the success of these ‘open-data’ policies is still limited in practice, as the different stakeholders are hardly 

familiar with EO data and seem to have difficulty in leveraging them on their own. In this context, 

significant efforts are currently carried out by the actors of the EO-emergence socio-technical system to 

go beyond ‘open-data’ policies and implement specific forms of collaborative innovation, referred as co-

design (or similarly co-production or co-development [63], [64]), involving multiple stakeholders of the 

EO-emergence and EO-use socio-technical systems. This empirical context seems thus particularly 

adapted to investigate how co-design can support novelty developers in further anchoring the novelty 

in multiple socio-technical systems. 

 

B. Empirical setting 
 
Our empirical material is derived from our involvement in a large research project, which received a 4-

year grant (2019-2023) from the European Commission under the Horizon 2020 programme. This 

project, called e-shape initially gathered a team of 54 experienced partners from academia, industry, 

institutional entities to develop 27 pilot applications based on EO data, organised in seven showcases 

(agriculture, health, renewable energy, biodiversity, water resources, disaster resilience and climate) 

[65]. Each pilot is in charge of developing a certain set of EO-based solutions within a specific showcase. 

It involves one or several organisations participating to the project, and is coordinated by one of these 

organisations designated as the “pilot leader”. As an initial condition for project participation, each pilot 

must interact with at least one user organisation. These user organisations do not receive direct funding 

from the project and are thus considered as external actors to the project. An overview of the 27 initial 
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pilots is given in the appendix of the paper, describing for each: the overall pilot’s rationale, the types of 

organisations involved in the pilot’s development, and the different user groups targeted by the pilot.  

All four authors of the paper are involved in e-shape, leading a work package dedicated to co-design 

aiming to provide the pilots with a co-design framework and guiding tools that are progressively 

designed and tested in interaction with the pilots. This setting is thus particularly favourable to conduct 

multiple case studies [60], corresponding to the different pilot cases, in the unified empirical context 

offered by the project. 

 
C. Data collection and analysis 

 
Our participation to the project enables us to have direct interactions with all the organisations involved 

in the project and their network of partners. On this basis, rich empirical data could be exploited from 

heterogeneous sources, necessary for a sound inductive approach [6]: questionnaires, interviews, 

observation notes taken during project meetings, and secondary sources of data on the different actors 

(application forms filled up by each pilot to participate to the project, websites and scientific publications 

of the different partners). The data used for this paper were collected between September 2018 and July 

2021 with no noticeable impact due to Covid-19 situation as our main interactions were already 

organised on virtual platforms due to the international composition of the project. Within this 

timeframe, our work package activities included the validation of a co-design theoretical framework but 

also first experimentations of specific workshop protocols for each identified type. The present paper 

only focuses on the first aspect, assessing to what extent the four types of co-design provide the pilots 

with useful support to steer their anchoring strategy.  

The validation process was designed in a collaborative research setting, involving both researchers and 

practitioners (here e-shape project members) [66]. This setting especially aims to “reduce the likelihood 

of drawing false conclusions from the data collected, with the intent of both proving performance of the 

system [of action] and adding to the broader body of knowledge in the field of management” [67]. 

Following guidelines for collaborative research [67], [68], the validation process consisted in 

progressively building a shared interpretation of empirical data and findings between researchers and 

practitioners. This involved the rigorous formalisation of a shared understanding of each pilot’s context 

and the associated assessment of relevant co-design types for each pilot, through a sequence of steps 
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detailed below and synthesised in Table 2. As the pilots were not familiar with the ‘anchoring’ concept, 

our approach consisted in first assessing the relevance of co-design types based on their definitions 

related to the nature of unknown and learning processes, and deriving the associated anchoring strategy 

from the complementary points of analysis discussed with the pilots and detailed below in step 3. 

 

Step 1 (September 2018 - May 2019) – Preliminary data analysis: building an overall understanding of 

the empirical context and the research tools supporting the validation process 

This first step corresponds to a preliminary strategy for data analysis allowing us to become more familiar 

with the empirical context. Following case study guidelines [60], this involved the manipulation of 

empirical data supported by the creation of dedicated visual displays and templates, facilitating the 

triangulation of data by organising heterogeneous materials, in a more synoptic and comparable form 

[69]. We indeed built a specific template to synthetically represent each pilot as a chain linking data 

sources, the information derived from these data, their expected uses and associated actors. This 

template was first tested, discussed and validated in a dedicated one-day meeting organised with one 

pilot in April 2019. The outcomes were formalised in a deliverable report, reviewed and validated by the 

participants and by two external reviewers, and made publicly available on the project website [70]. The 

template was considered as a useful tool to create a shared understanding between researchers and 

practitioners, and was thus consequently used to support the validation process undertaken for each 

pilot by systematically (1) drafting a first version of the pilot template based on secondary sources of 

data and observation notes taken during the project kick-off meeting; (2) sharing this pre-filled template 

with the pilot through the online management platform of the project and updating it based on the 

pilot’s feedback.  

 

Step 2 (November 2019) – Shared validation of the co-design framework with project coordinators 

The theoretical framework involving four types of co-design was first discussed with the project 

members having an official coordinating role, i.e. the project management team, showcase coordinators 

and work package leaders. A dedicated meeting was organised by our team in November 2019, where 

the co-design framework was presented, using the definition of the four types of co-design related to 

the nature of the associated learning processes. These different forms of learning processes were 
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illustrated on concrete examples of pilots based on the preliminary empirical data gathered in step 1. 

The relevance of the framework was discussed and approved by all participants of the meeting.  

 

Step 3  (November 2019 - July 2021) – Assessment of the co-design framework for each pilot 

To assess the relevance of the co-design framework for the 27 pilot cases, an interview of one hour and 

a half was conducted remotely with each pilot (video calls based on zoom application). The participants 

to this interview included at least two members of our research team and the pilot leader, and also in 

some cases the showcase leader and additional members of the pilot when judged relevant by the pilot 

leader. The profiles of the interviewees for each pilot are detailed in the appendix of the paper. Prior to 

the interview, a preliminary report was written by our team and shared with the pilot through the online 

management platform, formalising the current status of understanding on the pilot’s context based on 

the information gathered in the previous steps. This report was structured in different points of analysis 

listed below, related to the anchoring activities of the pilot and transition dynamics of both EO-

emergence and EO-use socio-technical systems, and associated with different parts of the template built 

in step 1 (see Figure 2): 

- Pilot’s understanding of  the transition dynamics of targeted EO-use socio-technical systems (a), i.e. 

overall regime organisation (specific rules and regulations, regime actors), the actors that would 

potentially benefit from EO data and their position within the socio-technical system; 

- Status of EO data anchoring into the targeted EO-use socio-technical systems:  

• Network anchoring by specifying the actors identified as potential users by the pilot (b) 

• Technological anchoring by specifying the expected EO-based solution to be built (c): problems 

expected to be taken by would-be users based on EO data, lists of requirements when 

identified; 

• Cognitive and normative institutional anchoring by specifying the current capacity of 

niche/regime actors to handle EO data on their own (d), i.e. identifying their familiarity with EO 

data, and their design and development capacities, and the potential rules and standards that 

could potentially encourage the use of EO by these actors; 
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• Economic institutional anchoring by specifying the nature of the relationships built with these 

actors so far (e), i.e.  the history of the relationship, the forms and intensity of the interactions, 

whether these interactions have been contractually formalised;  

- Integration of the pilot in the transition dynamics of EO-emergence socio-technical system:  

• Overview of the pilot members’ history and expertise (f): main research fields and expertise of 

pilot members, involvement in previous projects, role of e-shape in their overall trajectory;  

• Ability of the pilot to build a solution addressing a certain problem once specified (g) for a first 

prototype and its further operationalisation: identifying potential development challenges, and 

the relationships to be created or reinforced to overcome these challenges. 

 

 
Figure 8: Template built for preliminary data analysis and link with the points of analysis guiding the interviews 

 
Each interview was then organised following a semi-guided process. In a first phase, one member of our 

team made a brief reminder of our research goals, presented the synthetic template of the pilot and the 

associated preliminary analysis on the five main points mentioned above. A second phase was dedicated 

to a thorough discussion with the pilot to further understand its context following the points of analysis 

defined above. A final phase consisted in confirming the relevant types of co-design for the pilot context. 

To take into account the dynamics of socio-technical systems, two time horizons were considered: short-

term for co-design types assessed as currently relevant for the pilot, and long-term for co-design types 

that the pilot expected to be relevant in the future.  
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After each interview our team updated the report written prior to the meeting, completing the 

description of the pilot’s context and formalising the conclusion on the relevant co-design types at short-

term and longer-term time horizons, occasionally resorting to the recordings of the interviews in cases 

where it was harder to understand the participants (e.g. due to technical or language issues). This report 

was systematically shared through the online project management platform and validated by all 

participants of the meeting.  

 
 Data collection Data analysis 
Step 1 (Sept 2018-May 2019) 
Building an overall 
understanding of the 
empirical context 

Secondary sources (pilots’ application 
forms to the project, academic 
publications, websites) 
Field notes (kick-off meeting, informal 
interactions with project members) 

Construction of a template for heterogeneous data 
compilation, tested and validated by researchers and 
practitioners (one-day meeting with a pilot and 
formalisation in a reviewed and shared deliverable 
report) 

Step 2 (Nov 2019) 
Shared validation of the 
co-design framework with 
project coordinators  

2h meeting with the seven showcase 
coordinators, the project management 
team and the work -package leaders 

Validation of the framework of four co-design types by 
all participants of the meeting, and agreement on 
undertaking further assessment on all case studies 

Step 3 (Nov 2019-July 2021) 
Assessment of the co-
design framework for each 
pilot (in total 27 case 
studies) 

1h30 semi-guided interview with each 
pilot (see table in Appendix for the details 
on the participants) 

Assessment of each pilot’s context and identification of 
relevant co-design types validated by all researchers 
and practitioners: 
 

- Report written by researchers before each interview, 
including specific points of analysis and filled-up 
template 
- Report updated by researchers, shared and validated 
after each interview by all participants, updating the 
description of the pilot’s context and the conclusion on 
relevant co-design types at two time horizons 

Table 4: Overview of the process followed for data collection and analysis 

IV. Results 
 
This section presents the findings that emerged through the analysis of the twenty-seven case studies. 

The outcomes consist in assessing the relevance of the co-design framework by (1) considering the 

portfolio of case studies to examine the respective relevance of all types; (2) considering case studies 

separately to analyse how the different co-design types combine with each other within a single case 

study. 

 

A. Specifying the relevance of the four co-design types considering the portfolio of case 
studies 
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The outcomes of the co-design diagnosis for each pilot are shown in Table 3, confirming that all four 

types of co-design are relevant in the context of supporting EO data anchoring in heterogeneous socio-

technical systems. The respective contributions of each type to multi-system anchoring and transition 

dynamics are detailed in the following paragraphs, synthesised in Table 4 and represented graphically in 

Figure 3. 

 

Pilot Short-term Long-term Pilot Short-term Long-term 
#1 Type 1 Type 3 #15 Type 1 & 3 Type 4 
#2 Type 1 with user 1  

Type 2 for new user group 
Type 1 with users 2 & 3 

Type 3 with partner #16 Type 2 Type 1 
#3 Type 3 Type 4 #17 Type 1 Type 4 
#4 Type 1 & 2 Type 4 #18 Type 1 Type 2 
#5 Type 1 Type 4 #19 Type 1 or 2 Type 3 & 4 
#6 Type 1 Type 3 & 4 #20 Type 1 & 3 Type 4 
#7 Type 1 for user group 1 Type 2 for user group 2 #21 Type 1 Type 3 & 4 
#8 Type 1 & 3 & 4 Type 4 #22 Type 1 & 4 Type 4 
#9 Type 3 & 4 for user group 1 

Type 1 & 3 for user group 2 Type 4 #23 Type 1 Type 3 & 4 
#10 Type 2 Type 3 #24 Type 3 Type 4 
#11 Type 1 Type 4  #25 Type 1 Type 3 & 4 
#12 Type 3 Type 4  #26 Type 1 Type 4 
#13 Type 3 Type 4  

#27 Type 1 Type 4 
#14 Type 1 & 4 Type 4 

Table 5: Validated assessment of co-design types for the twenty-seven case studies (pilots) 

1) Co-design type 1 
It is theoretically defined as a situation where the level of unknown associated with problem and solution 

spaces is considered as relatively low by the pilot. This situation applies when the pilot has already 

identified potential uses of EO by specific actors that are willing to interact further. A slight expansion of 

problem and solution spaces is thus needed to build problem-solution pairs. 

In this perspective, co-design type 1 aims at supporting a certain form of technological anchoring, 

consisting in  further detailing the specifications of potential EO-based solutions addressing problems 

that have been identified on a first basis. This entails enhancing some forms of network anchoring, by 

establishing a robust relationship between the identified users and the relevant members of the pilot. 

On the pilot’s side, it appears that all members of the pilot are not necessarily involved: some of them 

might indeed focus on the development of a certain building block as defined by the actors interacting 

with users. On the users’ side, the identified users proved to be either niche actors (e.g. a start-up willing 

to integrate EO data to estimate solar energy potential on building roofs), or regime actors (e.g. a 

national health agency having the project of building a data observatory for health-related issues). This 

co-design type also involves some forms of institutional anchoring. Creating robust interactions between 
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actors might indeed require the enrichment of the actors’ respective perceptions and visions (cognitive 

institutional anchoring). The EO developers might for example need to push the users towards 

considering different ways of using EO data, such as for monitoring purposes (e.g. to assess the 

concentration of air pollutants), decision-support purposes (e.g. triggering existing pollution mitigation 

actions when a threshold is exceeded), or design-support purposes (e.g. designing new pollution 

mitigation actions by using EO data to build and assess various scenarios). This can also involve economic 

institutional anchoring by reshaping the existing forms of contracts or value chains (e.g. a public agency 

contracting with unusual types of actors), and normative institutional anchoring if integrating EO-based 

solutions in users’ existing workflows and procedures requires the introduction of specific rules. 

In terms of socio-technical systems’ dynamics, co-design type 1 can be described as supporting the 

identified dynamics of a given EO-use socio-technical system by anchoring EO data to a niche or regime 

actor of this system (e.g. supporting the development of a niche related to solar resource self-

consumption in urban areas aiming to accelerate the sustainability transition of the energy system). 

 

2) Co-design type 2 
It is theoretically defined as a situation where the level of unknown is considered high for the problem 

space and low for the solution space. This can especially occur when the pilot does not have sufficient 

knowledge on the EO-use socio-technical system to identify the potential of EO data for specific actors 

and/or the relationships with these actors seem difficult to establish (e.g. if actors are not willing to 

devote time to the interactions, or if previous interactions have been limited to one-shot exchanges). A 

significant exploration and expansion of the problem space is thus needed until problem-solution pairing 

can be initiated.  

In this perspective, co-design type 2 implies a form of technological anchoring consisting in building and 

sharing the legitimacy of potential EO-based solutions. This might involve extensive efforts to identify 

the added-value of this new source of information compared to existing sources (e.g. correcting specific 

errors of existing instruments or capturing new physical phenomena), to ensure its technical validation 

(i.e. taking into account the limits of the measuring instrument, indicating a trustworthiness index 

associated with the provided information, precising if specific corrections have already been made), and 

to establish its legitimacy within a given community (e.g. by facilitating the comparison of this new 

source of information compared to commonly used ones). This involves a certain form of network 
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anchoring consisting in building relationships between relevant pilot members and actors of the EO-use 

socio-technical system, targeting a better understanding of this socio-technical system. It seems 

especially important to consider both regime and niche actors that provide complementary insights and 

collaboration opportunities. For example, in the offshore wind industry, regime actors such as utility 

companies developing and operating wind farms prove to be reluctant to use EO data but can share 

precious knowledge on the existing socio-technical system’s rules and dynamics; whereas certain niche 

actors, such as specialised consultants, appear to be interested in using EO data to improve their wind-

resource analysis workflows but struggle to make such data broadly accepted by the industry. This co-

design type also entails some forms of institutional anchoring: cognitive as it consists in making emerge 

robust and reliable promises that might be associated with EO data, economic by creating specific forms 

of contracts (e.g. partnership to undertake a specific exploratory study), normative by encouraging the 

introduction of rules or standards to be shared in the EO-use socio-technical system (e.g. making EO data 

accepted as a legitimate source of information by banks assessing the expected performance of wind 

offshore projects). 

In terms of socio-technical systems’ dynamics, co-design type 2 consists in identifying and linking up with 

the ongoing dynamics of an EO-use socio-technical system that are partly unknown by assessing and 

creating the promising anchoring points.   

 

3) Co-design type 3 
It is theoretically defined as a situation where the level of unknown is considered low for the problem 

space and high for the solution space. This especially occurs when the pilot does have sufficient 

knowledge on the EO-use socio-technical system to be able to target a specific problem that EO data 

could address, but faces a number of issues related to the operationalisation or long-term maintenance 

of an EO-based solution addressing this identified problem. A large expansion of the solution space is 

thus needed until a point where the viability of problem-solution pairs can be ensured by EO-based 

solution developers.  

In this perspective, co-design type 3 aims at establishing a certain form of technological anchoring, 

consisting in building the engineering required for operationalising EO-based solutions addressing 

identified problems. This involves network anchoring consisting in building specific relationships 

between relevant representatives of solution developers with other actors of the EO-emergence socio-
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technical system (e.g. providers of technical infrastructures, other data providers, organisations taking 

charge of commercialisation aspects). As noted for co-design type 1, all pilot members might not be 

concerned by this action but only the ones that need to reshape their partner network to sustain the 

required efforts towards long-term operationalisation of the solution. This co-design type also entails 

some forms of institutional anchoring: cognitive as it consists in elucidating new visions related to the 

engineering infrastructure required to sustain the EO-based solutions, economic by creating or reshaping 

specific forms of contracts (e.g. between a research lab and a spin-off supporting engineering and 

commercialisation aspects), normative by establishing certain forms of standards to be shared in the EO-

emergence socio-technical system (e.g. standards related to the release of in-situ measurements). 

In terms of socio-technical systems’ dynamics, co-design type 3 consists in leveraging ongoing dynamics 

of the EO-emergence socio-technical system (in case ongoing dynamics bring new resources for 

supporting the operationalisation efforts, such as the emergence of cloud computing infrastructures), 

and potentially influencing these dynamics (for example by reshaping the existing network of actors 

through the creation of new forms of partnerships).  

 

4) Co-design type 4 
It is theoretically defined as a situation where the level of unknown is considered high for both problem 

and solution spaces. This situation might appear as particularly challenging as it involves the most 

substantial learning processes. Our empirical investigation reveals that this type of co-design appears as 

relevant only when the pilot already has significant knowledge on the EO-use socio-technical system 

through previous developments of EO-based solutions. A large exploration of both problem and solution 

spaces can thus be reasonably handled by the pilot with the objective of building new problem-solution 

pairs. 

Co-design type 4 thus aims at enhancing a certain form of technological anchoring that consists in 

exploring the specifications of future EO-based solutions, by taking advantage of the existing ones. This 

involves network anchoring, between relevant pilot members belonging to the EO-emergence socio-

technical system and niche or regime actors of the EO-use socio-technical system, willing to take part in 

such a joint exploration effort. This can be illustrated by the pilot involved in building EO-based solutions 

to better predict the influx of sargassum algae on Caribbean beaches having negative environmental and 

economic impacts for local actors. The pilot already provides local actors with a 6-month ahead 
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prediction bulletin of algae influxes, and aims to sustain and expand this solution, potentially by 

exploring several ways of stimulating the emerging actors involved in tackling the negative impacts of 

algae influxes. This co-design type also entails some forms of institutional anchoring: cognitive as it 

consists in elucidating new visions and promises associated with the future uses of EO data (e.g. 

exploring how sargassum forecasts could be provided following the model of weather forecasts), 

economic by creating or reshaping specific forms of contracts (e.g. extending the scope of partnership 

with existing users or creating new partnerships with others), normative by introducing certain forms of 

standards on future uses of EO data or on the related production and maintenance infrastructure. 

In terms of socio-technical systems’ dynamics, co-design type 4 can thus be described as a way of 

identifying and stimulating future promising dynamics of both EO-emergence and EO-use socio-technical 

systems (e.g. further mobilising actors involved in collecting or transforming algae). 

 

5) Occurrences of the different types 
Table 3 shows that several types appear more frequently than others, especially type 1 in the short term 

and type 4 in the long term. The predominance of type 1 over the other types in the short term can be 

largely explained by the initial configuration of the project as the pilots were expected to have identified 

at least one potential user organisation to join the project. But interestingly, the existence of other types 

shows that the pilots face heterogeneous issues beyond further specification of EO-based solutions for 

identified actors. This especially suggests that the identification of relevant users might be actually more 

complex than expected (type 2), or that the pilots are also concerned with other issues related to the 

long-term sustainability of developed EO-based solutions (type 3) and their further expansion (type 4). 

The predominance of type 4 in the long term seems consistent as this type requires stringent conditions 

that can only be met after primary problem-solution pair developments and associated learning on the 

EO-use socio-technical systems. 

 

B. Analysing the combination of the four co-design types relevant for one case study  
 
Another order of outcomes consists in analysing how the different types of co-design might combine 

within the context of one single pilot. First considering a given time horizon (short-term or long-term), it 

appears that several co-design types are relevant for one single pilot, hence underlining that co-design 
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types are not exclusive. This seems pretty much consistent as each co-design type corresponds to 

complementary anchoring objectives concerning different actors. For example, at the same time, the 

pilot might be willing to strengthen a collaboration with identified actors (type 1), while also willing to 

explore other use cases of EO data in different EO-use socio-technical systems (type 2). Second, the 

results show that the relevant co-design types are distributed over time, confirming the usefulness of 

considering different time horizons. According to the definition of these types, a certain temporal 

trajectory could be expected: (1) co-design type 2 to learn on partly unknown EO-use socio-technical 

systems and find relevant actors that would ensure linking up with the system’s dynamics; (2) co-design 

type 1 to build the adapted relationships with the relevant actors identified in type 2; (3) co-design type 

3  to build the engineering and infrastructure of the EO solution, in order to meet the lists of 

requirements identified in type 1; (4) co-design type 4 to explore future uses and associated solutions 

based on the first uses built through previous co-design types.  

However, the analysis of the pilots shows that this temporal trajectory cannot be systematically 

followed. Indeed, the pilots appear to regularly face unexpected changes within the EO-emergence or 

EO-use socio-technical systems, leading to a switch between different types of co-design. Several pilot 

cases give telling examples of this phenomenon. Indeed, some pilots had to transform the initially 

planned co-design type 1 or type 4 into a type 2, because the actors initially identified as relevant users 

had changed their priorities, declining their initial interest for collaboration (due to COVID-19 crisis in 

one case, due to the internal restructuration of the company in another case). Moreover, in some cases, 

a type 3 can be launched without being preceded by a thorough type 1. Indeed, the identified problem 

(required as a starting point of type 3) is not necessarily derived from specific user requirements, but 

might also result from the dynamics of the EO-emergence socio-technical system (e.g. to adapt to the 

identified competitors going towards a certain direction). 

These results highlight that the combination of relevant co-design types for a given case study might 

evolve over time, especially to adapt to the continuous evolution of the different socio-technical systems. 

Type Design space Multi-system anchoring  Link with STS dynamics  

1 

Problem-related unknown:  identified 
problems that might need further 
specification 
Solution-related unknown: solutions 
requiring limited development efforts 
leveraging existing building blocks  

Technological: enhancing the specifications of novelty-
based solutions addressing identified problems 
Network: relevant novelty developers and identified 
users (niche/regime actors of novelty-use STS) 
Institutional: new articulation of technical and user-
related aspects (cognitive), reshaping existing forms of 
contracts (economic), introducing rules limited to the 
identified users (normative) 

Supporting identified 
novelty-use STS dynamics 
by anchoring the novelty 
into relevant niche/regime 
actors of this STS 
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Learning processes to build problem-
solution pairs: slight co-expansion of 
problem and solution spaces 

2 

Problem-related unknown:  problems 
unclearly identified 
Solution-related unknown: solutions 
requiring limited development efforts 
leveraging existing building blocks  
Learning processes to build problem-
solution pairs: large on problem space, 
limited on solution space 

Technological: building and sharing the legitimacy of 
novelty-based solutions 
Network: relevant novelty developers & niche/regime 
actors of newly targeted novelty-use STS 
Institutional: building new visions and promises 
associated with the novelty uses (cognitive), building 
new forms of contracts (economic), introducing shared 
standards on the novelty uses (normative) 

Identifying and linking up 
with ongoing novelty-use 
STS dynamics by assessing 
and creating the favourable 
entry points for anchoring 

3 

Problem-related unknown:  identified 
problems that might need further 
specification 
Solution-related unknown: solutions 
requiring extensive development 
research efforts  
Learning processes to build problem-
solution pairs: large on solution space, 
limited on problem space 

Technological: building the engineering required for 
operationalising novelty-based solutions addressing 
identified problems 
Network: relevant novelty developers & niche/regime 
actors of initial novelty-emergence STS 
Institutional: building new visions for the novelty 
production and maintenance infrastructure (cognitive), 
building new forms of contracts (economic), 
introducing shared standards on the novelty 
production and maintenance infrastructure 
(normative) 

Leveraging or influencing 
initial novelty-emergence 
STS dynamics to strengthen 
the anchoring viability 
based on strong 
engineering and 
operationalisation efforts  

4 

Problem-related unknown:  problems 
unclearly identified 
Solution-related unknown: solutions 
requiring extensive development or 
research efforts 
Learning processes to build problem-
solution pairs: large co-expansion of 
problem and solution spaces 

Technological: exploring the specifications of future 
novelty-based solutions based on existing ones 
Network: relevant novelty developers & niche/regime 
actors of novelty-emergence and novelty-use STS  
Institutional: expanding visions and promises 
associated with the novelty based on existing uses 
(cognitive), reshaping/building contracts (economic), 
introducing shared standards on future novelty uses or 
production and maintenance infrastructure 
(normative) 

Identifying and stimulating 
future promising dynamics 
of both initial novelty-
emergence and novelty-use 
STS  

Table 6: Synthesis of the relevance of each type of co-design according to the characteristics of  the design space, the effects from a  niche 
development perspective, and the contribution to the dynamics of EO and usage STS (STS used for "socio-technical system") 

 
Figure 9: Graphical representation of the different co-design types based on the associated forms of network anchoring, inspired by the 

simplified representation of socio-technical systems (STS) proposed in Elzen et al. [32]. Regimes are represented by irregular forms to 
underline their constant transformations. Niches are located at the edges of regimes with a partial overlapping zone (e.g. accounting for 

shared technical components, actors operating both in the regime and the niche). Novelty developers are represented in black. Type 1 
consists in enhancing network anchoring with identified relevant niche/regime actors of a novelty-use STS (in dark blue). Type 2 consists in 
identifying niche/regime actors that might be promising anchoring points in a newly targeted novelty-use STS (in orange). Type 3 consists 

in reshaping novelty anchoring with niche/regime actors of the novelty-emergence STS to sustain the engineering of identified novelty-



 

 

 
62 

based solutions (in purple). Type 4 consists in expanding existing anchoring with existing or new niche/regime actors to explore future 
novelty-based solutions based on existing ones (in lighter blue). 

V. Discussion 
In this section, we discuss key contributions of the paper, for both transition research and design and 

innovation management research, especially advancing research on collaborative innovation for grand 

challenges and sustainability transitions. 

A. A multi-system co-design framework used as a diagnostic tool to identify relevant 
anchoring actions at different time horizons 

 
Considering transition research, our empirical investigation of twenty-seven case studies suggests that 

the framework of four co-design types plays an important role in helping novelty developers clarify their 

anchoring strategy. This multi-system co-design framework indeed provides novelty developers with a 

diagnostic tool to identify and sequence their anchoring efforts by focusing on certain aspects at once (as 

delimited in each co-design type). Each co-design type indeed frames the relevant forms of anchoring 

actions to conduct. The distribution of different types over time especially allows novelty developers to 

undertake ambitious and intricate learning processes by progressively addressing a reasonable amount 

of unknown at each step. An initial situation with a high level of unknown on both problem and solution 

spaces could be addressed by first focusing efforts on problem expansion while limiting solution 

expansion (type 2), or the other way round (type 3), then followed by other types until viable problem-

solution pairs can be reached. To be noted that the assessment of relevant types for each pilot only 

mirrors the ‘ex-ante’ vision of the pilot on the relevant forms of anchoring actions, it thus does not 

account for how these actions will be effectively implemented in reality. It especially appears that the 

pilot might actually change its strategy compared to what was initially planned, in reaction to potential 

unexpected developments (see for the example the switch from type 1 to type 2 due to a decreased 

interest of previously identified users). However, these changes do not undermine the guiding effect 

provided by the framework: having an explicit framework indeed enhances the ability of actors to more 

easily react to unexpected developments by switching from one frame of anchoring actions to another 

one, as defined in the different co-design types. 

Our investigation also leads us to propose several enrichments of the anchoring concept as defined by 

Elzen et al. [32]. First, the co-design framework enriches our understanding on the possible interplay 

between the three forms of technological, network and institutional anchoring activities, that seems to 
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play a critical role in ensuring a successful anchoring process [32], [33]. In each co-design type, the three 

forms of anchoring appear to be highly complementary. More specifically, it is worth noting that 

technological anchoring is considered as the driver of the anchoring strategy reflected on by the pilots, 

defining their main objectives according to the targeted developments of the technology. Interestingly, 

this technological anchoring takes broader forms than making the technology more specific to given user 

needs as mainly described in literature similarly to type 1 [32]–[34]: it can also involve building and 

sharing the legitimacy of the novelty at the larger scale of the socio-technical system (type 2),  building 

the engineering required for operationalising novelty-based solutions addressing identified problems 

(type 3), or building the specifications of future novelty-based solutions by taking advantage of the 

existing ones (type 4). Although being the initial driver of the pilots’ considerations, each co-design type 

also underlines how technological anchoring needs to be supplemented by specific forms of network 

anchoring and institutional anchoring.  

A second enrichment of the anchoring concept concerns the nature of anchoring mechanisms. Elzen et 

al. [32] highlight the continuous and long-term efforts involved in newly or more firmly connecting a 

certain novelty to its environment, but consider that anchoring ends up when durable links are created. 

Our study tends to suggest that such links cannot be actually considered as durable once and for all, as 

the environment into which the novelty anchors might evolve itself, potentially following unexpected 

new dynamics. To account for this evolutionary character of the environment into which the novelty 

anchors, we thus propose that anchoring should not be considered as a temporary process followed by 

durable links, but rather as an ever-running process, in which a novelty becomes newly connected, 

connected in a new way, or connected more firmly to a certain environment (regime or niche actor of a 

socio-technical system), specifically considering that this environment is constantly evolving either 

stimulated by the connected novelty or due to other external factors. Anchoring could thus be compared 

to a grafting process, underscoring the ‘living’ feature of the process drawing parallels with the biological 

world of plant grafting where a tissue of plant (the novelty) is added to growing plants (niche or regime 

of a socio-technical system considered as a living body) to make the plants further grow (transition 

dynamics) by taking advantage of the characteristics of the grafted tissue. In this perspective, anchoring 

does not only concern the newly targeted novelty-use socio-technical systems, but rather jointly 

concerns the novelty-use socio-technical systems and the novelty-emergence socio-technical system, as 
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the latter also undergoes continuous transformations, thus requiring repeated efforts to reshape the 

connections of the novelty with its initial emergence environment. 

By taking a closer look at managerial practices, our research also offers complementary insights on how 

to sustain fruitful interactions between different socio-technical systems through this process of 

anchoring. Sutherland et al. [34] especially unveil the benefits of creating a so-called ‘fiat’ regime 

supporting the interactions of two pre-existing regimes while preserving their respective structures and 

dynamics, but also underscore the inherent difficulty in ensuring its long-term sustainability. In the EO 

context, the investments of the European Commission in projects supporting the development of specific 

managerial practices such as co-design could be interpreted as the creation of such a ‘fiat’ regime 

between the EO-emergence regime and various EO-use regimes. However, differing from the cases 

reported by Sutherland et al. [34], this ‘fiat’ regime does not only consist in setting new rules and 

regulations guiding transition dynamics, but rather aims at developing the capacities of relevant actors 

of establishing robust and sustainable interactions between socio-technical systems. This gives another 

perspective to the creation of such a ‘fiat’ regime, that could be rather considered as a temporary 

support to experiment, implement and embed good practices that could be later sustained by the actors 

themselves.  

Regarding the issue of accelerating sustainability transitions, the impact of an anchoring strategy 

supported by co-design on transition dynamics is hard to directly assess. However, this paper proposes 

an improved understanding of how speeding up transitions could be operationally supported by specific 

managerial practices, “shying away from merely describing the temporal dynamics transitions” as 

encouraged by Sovacool and Geels [31]. The co-design framework indeed proves to be helpful in 

developing the ability of actors to further interact with transition dynamics, by continuously identifying, 

adapting to, enhancing and provoking dynamics at regime and niche levels of the different socio-

technical systems. Recent works have also highlighted the role of novelty users that might have different 

profiles and contributions in shaping sustainability transitions [42]–[44]. Our research has taken the view 

of novelty developers but also suggests that the nature of considered users plays an important role in 

the anchoring process. It seems especially crucial to identify the type of users that will be adapted to a 

given design objective (e.g. considering a large variety of users with various competencies in co-design 
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type 2, but a tendency to focus on relevant actors with sufficient novelty-related competencies for co-

design type 1, or with broad exploration competencies for co-design type 4).  

 

B. Enriching the forms of collaborative innovation for sustainability transitions: diagnostic 
dimension and multi-system perspective of co-design and resource-based vs. challenge-
based collaborative innovation 

 

Taking the perspective of design and innovation management literature, this research also contributes 

to deepening our understanding of the possible forms of collaborative innovation, especially in the 

context of addressing grand challenges.  

First, our study sheds an original light on co-design. Literature largely reports on co-design by considering 

the protocols and range of possible toolkits to organise collective design sessions involving multiple 

actors such as probes, demonstration tools, or visual displays [45], [46], [71]–[73]. In these approaches, 

the nature of the involved actors is identified by the team implementing co-design and is considered as 

an initial input of the process. Our paper shows that co-design does not only consist in the actual 

organisation of collective design sessions but might also include a diagnostic dimension to identify what 

are the relevant actors to be involved and for what purposes (as defined by the different co-design types 

of the framework developed in the paper). This diagnostic dimension intervenes as a preliminary phase 

prior to the actual implementation of design sessions, but it should also be regularly reassessed to take 

into account possible evolution of the socio-technical systems. The elicitation of such a diagnostic 

dimension is actually connected with the general context in which co-design takes place. Indeed, the co-

design theoretical framework elaborated in this paper corresponds to a situation where co-design does 

not occur within one single socio-technical system - e.g. focusing on the transitions of the agricultural 

system [45], or the energy system [46] – but in a multi-system perspective involving interactions between 

multiple and evolving socio-technical systems. The heterogeneity between these socio-technical systems 

complexifies the range of potential actors to be involved in the design process, thus requiring 

supplementary efforts to identify and frame the relevant setting for subsequent collective design 

sessions. This multi-system perspective on co-design also echoes recent advances in other streams of 

works in innovation management, especially calling for further research on open innovation processes 

expanding the concept of openness (initially related to knowledge exchange across organisational 
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boundaries) towards openness at an industry or larger societal scale [12], [14], [74], in which digital 

technologies play a specific role in crossing existing boundaries [75], [76]. 

Second, our research also leads us to better distinguish between different forms of collaborative 

innovation supporting sustainability transitions. The co-design approach described in this paper could 

be indeed categorised as a so-called “resource-based” form of collaborative innovation, differing from a 

so-called “challenge-based” form that literature more largely focuses on. The difference between 

resource-based and challenge-based lies in the nature of the trigger and driver of the collaborative 

process. In the resource-based case, the collaborative process starts from a specific novelty (in the sense 

given by Elzen et al. [32], i.e. a new technology, a new technical concept or a new socio-technical 

practice) that has been initially developed by an initial pool of actors (e.g. EO data) and attempts at 

transforming it into an actionable resource for a larger number of actors facing grand challenges. Taking 

a problem-solving perspective, the actors steering this form of collaborative innovation should not be 

reduced to mere problem solvers: they rather act as resource providers to support others in their own 

problem-solving processes. It is worth highlighting that this novelty is not directly a resource for grand 

challenges: such a resource is actually built through the collaborative innovation process. The objective 

of resource-based collaborative innovation could thus be summarised as creating the infrastructure and 

the conditions into which multiple actors might better tackle their own challenge-related problems. By 

contrast, a challenge-based collaborative innovation process is triggered by challenge-related objectives 

and aims at organising a joint exploration of solution paths responding to or progressing towards these 

challenge-related objectives. Considering a problem-solving perspective, this would consist in 

formulating problems (although not clearly defined) and searching for solutions given this problem. This 

last perspective seems to prevail in the last management studies on collaborative innovation for grand 

challenges, e.g. depicting the involvement of advocacy groups in search consortia for joint search of 

solutions in EU-funded projects [9], NGOs transforming the social interactions of local groups to tackle 

social inequality [7], the creation of local ventures in response to the 2010 Haiti earthquake [10], or the 

implementation of dedicated open innovation approaches to enhance sustainability in the food and 

beverage industry [13], or to respond to the recent Covid-19 crisis [12]. In transition research, the 

anchoring mechanisms described so far also correspond to a challenge-based approach, as the novelty 

is anchored to address a certain identified challenge, such as designing an integrally sustainable animal 
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production system [33], or the development of biogas to address waste management issues and 

renewable energy production [34]. It is worth noting that “challenge-based” does not necessarily mean 

that the problem is considered as fixed and clearly defined once and for all. Ferraro et al. [2] indeed 

underline that the objective of collaboration should be “repeated participation, inscription, and 

experimentation, continuously generating novelty and sustaining engagement”, rather than “reaching 

some final conclusion”. 

C. Limits and perspectives for further research 
 
Several limitations and perspectives for further research can be highlighted. First, it will be worth further 

testing and enriching our co-design framework based on additional empirical contexts (either in EO or in 

other fields). To be noted that we do not claim for exhaustivity with the typology of co-design. Indeed, 

it might be relevant in some contexts to refine the four co-design types in other sub-types to better 

address specific aspects of the design process under consideration. Nevertheless, although our results 

are derived from an investigation in the particular EO context, we can reasonably assume that they might 

also be insightful for other empirical contexts facing similar issues, especially considering how other 

forms of novelties (such as generic technologies with a large range of potential applications, but also 

potentially new kinds of practices) could also be transformed into resources for various actors facing 

grand challenges.  

Moreover, the co-design framework focuses on aspects of co-design preceding the implementation of 

dedicated collective design sessions. Further research is thus needed to explore the protocols and tools 

that could support the implementation of such collective design sessions in the context defined by each 

co-design type. This will involve examining existing co-design tools and practices more closely [46], [71], 

[73], [77], and potentially extend them or build new ones to handle the specificities and complexities of 

the design processes at stake. Beyond co-design literature, several works related to collaborative 

innovation for grand challenges already indicate that these protocols should take care of several 

important dimensions. This includes creating a certain form of “participatory architecture”, providing 

the necessary structure and rules of engagement to ensure long-term involvement of the actors, as 

proposed by Ferraro et al. [2] and as recently advocated for the organisation of hackathon sessions in 

the context of COVID-19 crisis [12]. These protocols should also involve creating specific drivers and 

guidelines to go beyond the mere accumulation of facts (e.g. by merely collecting expressed user needs) 
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and rather target second-order learning involving the expansion of cognitive frames, as encouraged by 

transition scholars [40].  

Furthermore, the successful implementation of the co-design framework relies on specific conditions 

that would deserve further investigation. It indeed first relies on specific kinds of actors (corresponding 

to the “relevant pilot members” mentioned above) that are able to sustain anchoring processes in a 

multi-system perspective by circulating among the different socio-technical systems and articulating the 

variety of actors involved in building EO-based solutions and the actors identified as potential users of 

the solutions. Elzen et al. [32] have already identified specific forms of “hybrid actors” having a crucial 

role in bringing about anchoring processes through their ability to circulate between niche and regime. 

Hence, it will be worth wondering whether these crucial actors identified in the paper could be compared 

to such hybrid actors in a multi-regime perspective, or if they could be comparable to other figures of 

actors described in innovation management literature, such as innovation intermediaries [78]–[81], or 

“cross-application managers” involved in the development of generic technologies [82]. Second, it is also 

worth reflecting on the role we had as researchers in making the co-design framework operational for 

novelty developers. Indeed, the pilots found extremely useful to have a third-party actor providing them 

with an external look at their activities, thus encouraging them to clarify their anchoring strategy beyond 

what they would spontaneously do on their own. This element calls for further research on how this co-

design framework could be integrated in novelty developers’ workflows on an operational basis beyond 

the project timeline and through which organisational forms. 

Finally, more largely considering the issue of tackling grand challenges, how to monitor the progress of 

collaborative innovation towards this objective remains eminently challenging, be it in a challenge-based 

or resource-based perspective. In a challenge-based approach, Ferraro et al. [2] especially highlight the 

difficulty in accounting for the complex and heterogeneous visions of worth that could be potentially 

relevant to measure the progress towards an evolving target. In a resource-based perspective, the exact 

effect of the collaborative innovation process cannot be easily expressed in terms of quantified 

challenge-related targets (e.g. reducing emissions of n %). Our co-design framework, however, suggests 

that a resource-based approach could be monitored in terms of quality of the anchoring processes, by 

monitoring how technological specifications have been enriched, the new forms of partnerships that 

have been initiated, and the institutional rules that have been further entrenched (e.g. expansion of 



 

 

 
69 

cognitive frames thanks to learning processes, introduction of new standards or economic relationships). 

Nevertheless, significant efforts are still needed to build operational indicators based on these 

considerations. In addition to exploring such indicators, it could also be interesting to further investigate 

how challenge-based and resource-based collaborative innovation might complement each other in 

tackling grand challenges.  

VI. Conclusion 
 
This article investigates how a multi-system co-design framework could help the developers of a certain 

novelty steer an anchoring strategy into multiple socio-technical systems. A framework of four co-design 

types has been derived from transition research and design and innovation management research. Each 

type corresponds to specific learning processes entailing various levels of unknown, and can be described 

according to the form of technological, network and institutional anchoring it aims to enhance, and the 

related interactions with the transition dynamics of the novelty-emergence and novelty-use socio-

technical systems. The framework has been tested and enriched empirically in an inductive approach, 

drawing on 27 case studies undertaking co-design efforts to anchor Earth observation data into multiple 

socio-technical systems.  

Contributing to transition research, we have argued that this co-design framework provides novelty 

developers with a diagnostic tool supporting them in clarifying their anchoring strategy by considering 

an evolving combination of different co-design types distributed over time. This especially allows them 

to better handle the complexity of learning processes involved in sustainability transitions by sequencing 

their design efforts. We have also proposed several enrichments of the anchoring concept, shedding 

light on specific complementarities between the three forms of technological, network and institutional 

anchoring, and underscoring the continuous and endless character of anchoring, illustrated by the 

‘grafting’ biological metaphor accounting for the constant evolution of socio-technical systems to which 

a novelty might come to be connected.  

Contributing to design and innovation management research, our paper endeavours to enrich the 

current understanding of possible forms of collaborative innovation. Compared to existing literature on 

co-design, the co-design framework elaborated in this paper especially includes two original aspects: (1) 

it does not occur within the boundaries of a single socio-technical system but occurs across multiple 
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socio-technical systems, echoing recent works in open innovation calling for further considerations on 

innovation processes at a large societal scale; (2) it does not focus on the actual organisation of collective 

design sessions but sheds light on a preliminary diagnostic dimension, that appears to be crucial in a 

multi-system perspective to identify the relevant actors to be involved in subsequent design sessions 

and for what purposes. Furthermore, concerning collaborative innovation for grand challenges, the 

paper introduces a distinction between challenge-based collaborative innovation organising collective 

action directed towards a targeted challenge, and resource-based collaborative innovation organising 

collective action to create the infrastructure and the conditions into which multiple actors might benefit 

from a certain resource (e.g. Earth observation data) to better address their respective challenge-related 

problems on their own. 

These considerations open up interesting perspectives for practitioners. For policy-makers, our research 

especially encourages them to consider specific forms of innovation policies supporting the anchoring of 

promising novelties into multiple socio-technical systems. These policies could go beyond usual funding 

or regulation instruments, limited in terms of ensuring anchoring sustainability, by focusing on enhancing 

the ability of actors to identify and interact with transition dynamics of these socio-technical systems on 

their own. That might include encouraging these actors to build a certain expertise in co-design as 

suggested in our paper, but also certainly other forms of competencies that could be further assessed. 

This echoes recent scholar discussions, suggesting that innovation policies for grand challenges should 

not consist neither in mere demand-oriented or supply-push instruments but rather in policies that 

would move away from orchestration towards creating conditions for others to self-organise and 

experiment around grand challenges [4]. Finally, our results offer insights for practitioners considering 

how Earth observation data, or other kinds of novelties with significant use potential, could contribute 

to tackling grand challenges. In this respect, our research suggests that building interactions between 

the novelty-emergence and novelty-use socio-technical systems might be beneficial but also requires 

intensive efforts that should not be overlooked. In this regard, navigating across heterogeneous socio-

technical systems appears as a crucial capacity that might need to be strengthened and supported by 

specific actors. Further research in different empirical contexts could confirm the relevance of such 

approaches, possibly enrich them, and develop adapted guiding tools.  
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Appendix 
 

SC Pilot's 
rationale 

Pilot’s members (pilot leader 
in bold) 

Targeted user 
groups 

Interviewees for 
framework validation 

Ag
ric

ul
tu

re
 

Supporting 
global 
agricultural 
monitoring 

Independent research institute 
(Belgium) 
Public research institute 
(Netherlands) 
Independent research institute 
(Austria) 
National meteorological institute 
(Germany) 
Non-profit public-private network 
(Greece) 
Public research institute (Israel)  

National, regional and 
global agricultural 
organizations and 
administrations 

- Team leader of the 
Agricultural Applications 
group (pilot leader 
organization)  
- Researcher in the 
Agricultural Applications 
group (pilot leader 
organization) 

Supporting 
farmers for CAP 
(Common 
Agricultural 
Policy) 
compliance and 
farm 
performance 

Public research institute (Greece) 
Private ICT company (Greece) 
Independent research & 
technological organization 
(Belgium) 
Public research institute 
(Netherlands) 
Independent research institute 
(Austria) 
National meteorological institute 
(Germany) 
Non-profit public-private network 
(Greece) 

Paying agencies 
Agriculture 
cooperatives 
Agro-consultants 
Insurance companies 

Researcher in the institute of 
astronomy, astrophysics, 
space applications and 
remote sensing (pilot leader 
organization) 

Supporting 
farmers with 
crop insurance 
services 

Public research institute 
(Netherlands) 
Independent research institute 
(Austria) 
Public research institute (Ethiopia) 

Digital finance & 
payment services’ 
provider 
Insurance Companies 
Micro-Finance 
Institutions,  
Various key-
government agencies 

- Lead of the Spatial 
Agriculture and Food 
Security research theme 
(pilot leader organization) 
- Senior researcher in the 
department of natural 
resources (pilot leader 
organization) 

Supporting 
agriculture 
activities at 
farm level 

Independent research institute 
(Belgium) 
Independent research institute 
(Austria) 
National meteorological institute 
(Germany) 
Non-profit public-private network 
(Greece) 
Public research institute (Israel) 

Agro-consultants 
Policy Makers 
Agricultural 
cooperatives 
Agro-industries 
Farmers 

- Team leader of the 
Agricultural Applications 
group (pilot leader 
organization) 
- Researcher in the 
Agricultural Applications 
group (pilot leader 
organization) 

He
al

th
 su

rv
ei

lla
nc

e  Surveilling 
mercury 
pollution 

Public research institute (Italy) 
Public research institute (Germany) 
Public research institute (Italy) 

Health communities 
Conference of Parties 
(UN Minamata 
Convention) 
Local and regional 
authorities 

- Research director of the 
institute (pilot leader 
organization) 
- 3 senior researchers in 
atmospheric pollution & 
remote sensing (pilot leader 
organization) 

Surveilling 
persistent 
organic 
pollutants 

Public research institute (Czech 
Republic) 
Public research institute (Italy) 

Policy makers 
Regional organisation 
groups and 
Conference of Parties 

- Director of the Centre of 
toxic compounds & of the 
Stockholm Convention 
Regional Centre (pilot leader 
organization) 
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(UN Stockholm 
Convention) 

- Head of the Data services 
core facility (pilot leader 
organization) 

Improved 
monitoring of 
air quality and 
related health 
issues, to 
support public 
health 
assessment and 
urban planning. 

Public research institute (Greece) 
Private ICT company (Greece) 
National space agency (Germany) 
National meteorological institute 
(Finland) 
Public research institute (Italy) 
Independent research institute 
(Austria)  

International 
organizations (UN, 
WHO) 
National authorities 
Cities and 
municipalities 
Private sector 
(insurance, 
real estate, industrial 
companies) 

- Research director of the 
department for 
environmental research & 
sustainable development 
(pilot leader organization) 
- Researcher in the same 
department (pilot leader 
organization) 

Re
ne

w
ab

le
 e

ne
rg

y  

Nowcasting and 
short-term 
forecasting of 
solar energy 

Public research institute (Greece) 
Public research institute 
(Switzerland) 
Public research institute (France) 
Private company (France) 
International inter-governmental 
organization (Egypt)  

Ministries of 
Electricity and 
Renewable Energy 
Power generation 
operators 
Power distribution 
and transmission 
operators 

- Researcher in the 
department for 
environmental research & 
sustainable development 
(pilot leader organization) 
- Senior researcher in 
remote sensing & energy 
(Swiss pilot member) 

Encouraging 
high 
photovoltaics 
penetration in 
urban areas 

Public research institute (France) 
Private company (France) 
National Space Agency (Germany) 

Energy providers 
Citizens 
Collectivities & urban 
planners 

- Director of the research 
institute (pilot leader 
organization) 
- Senior researcher in 
remote sensing & energy 
sector (pilot leader 
organization) 
- Research engineer expert 
in databases and web 
services  (pilot leader 
organization) 
- 2 senior researchers in 
remote sensing & solar 
energy (German space 
agency) 

Providing wind 
resource 
assessment 
tools for the 
offshore wind 
industry 

Public research institute 
(Denmark)  

Offshore wind farm 
developers 
Offshore wind farm 
operators 
Consultants 
Research, academia, 
educators 

- 2 senior researchers in 
remote sensing & wind 
energy (pilot leader 
organization) 
- Technical lead of wind 
resource assessment 
applications (pilot leader 
organization) 

Bi
od

iv
er

si
ty

 

Monitoring & 
modelling the 
states of 
ecological 
ecosystems by 
integrating 
remote sensing 
& in-situ data 

Public research institute (Italy) 
Public research institute (Spain) 
Independent non-profit research 
organization (Netherlands) 
Independent non-profit research 
organization (Greece) 
Public research institute (Germany) 

Technical staff and 
managers of European 
Protected Areas (PAs) 

- Director of the department 
of geosciences and Earth 
resources (pilot leader 
organization) 
- 4 senior researchers in 
remote sensing & ecological 
ecosystems (pilot leader 
organization & 
representatives of the other 
pilot’s organizations) 

Building a 
common 
registry of 
observation & 

Public agency (Austria) 
Public research institute (Germany) 
Public research institute (Serbia) 

Research communities 
Technical and 
scientific staff of 
project groups  

- Head of department for 
ecosystem research and 
environmental information 
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experimentation 
facilities of 
ecological 
ecosystems 

European and national 
conservation agencies 

management (pilot leader 
organization) 
- Data engineer in the same 
department (pilot leader 
organization) 
- Researcher in remote 
sensing & ecological 
ecosystems (German 
organization) 
- Manager of the product 
development center 
(Serbian organization) 

Providing 
harmonized sets 
of variables for 
biodiversity 
observation and 
conservation 

Public research institute 
(Germany) 
Public research institute & agency 
(Finland) 
Public research institute 
(Netherlands) 

Research communities 
Monitoring agencies 
that inform ministries 

4 senior researchers in 
remote sensing & ecological 
ecosystems (pilot leader 
organization & 
representatives of each 
other pilot’s organization) 

W
at

er
 re

so
ur

ce
s  

Providing 
historical and 
near-real time 
information for 
a number of 
hydrological 
variables 

National meteorological & 
hydrological institute (Sweden) 
Public research institute 
(Luxembourg) 

Geological institutes 
Water and marine 
authorities 

Senior researcher in 
hydrology, leading research 
in forecasting of water 
variables  (pilot leader 
organization) 

Estimating flood 
hazard at a 
large-scale 

Public research institute 
(Luxembourg) 
National meteorological & 
hydrological institute (Sweden) 

Members of the 
Global Flood 
partnerships: 
Research and 
meteorogical 
institutes 
R&D Companies 
Governmental 
authorities 

Senior researcher, leading 
the group on remote sensing 
& natural resources 
modelling (pilot leader 
organization) 

Providing a 
near-real time 
visibility score 
for specific 
diving locations 

Independent research institute 
(UK) 

Diving centers,  
commercial divers 

- Senior researcher in 
remote sensing (pilot leader 
organization) 
- Linux data analyst & 
support engineer (pilot 
leader organization) 
- Data and web services 
engineer (pilot leader 
organization) 

Predicting the 
landing areas 
and severity of 
the sargassum 
algae season 

Private company (France)  

Local authorities 
Research community 
Private sector 
(insurance companies, 
tourism, algae 
valorization) 

Project manager in the 
environmental applications 
department (pilot leader 
organization) 
 

Improving 
monitoring and 
regulation of 
fishing activities 
in the Northeast 
Atlantic 

Public agency (Portugal) 
Private company (Portugal) 

Fishermen 
associations 
NGOs 
International 
organizations 
scientific communities 
Regional and national 
authorities 

- 2 senior researchers in 
marine science (pilot leader 
organization) 
- 2 project engineers (private 
company) 
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Di
sa

st
er

 re
si

lie
nc

e 

Improving 
monitoring of 
volcanic 
eruptions 

Public research institute (Italy) 
Public research institute (Greece)  
Public research institute (Italy) 
Public research institute (France) 
National meteorological institute 
(Finland) 
National meteorological institute 
(Iceland)  

Special units in 
meteorological 
institutes 
Air traffic managers 
Civil protection 
authorities 
Local authorities 
Policy makers 

Researcher in remote 
sensing & environmental 
analysis, leading an 
international working group 
on aerosol research (pilot 
leader organization) 

Developing a 
tool for fire and 
risk assessment 
and supervision 
scenarios 

Public research institute (Italy) 
European body – SatCen 
Public research institute (Greece) 

National and regional 
civil protection 
authorities 
Hydro-Meteorological 
Agencies 

Research director - expert in 
atmospheric modelling and 
statistical analysis of 
extreme events (pilot leader 
organization) 

Assessing 
geohazard 
vulnerability of 
cities and critical 
infrastructures 

Public agency – geological survey 
(Spain) 
European body – SatCen 
Private company (Italy) 

Urban managers and 
civil protection 
authorities 
Energy and 
infrastructure 
companies 
Policy makers 

Researcher in remote 
sensing & geosciences (pilot 
leader organization) 

Assessing geo-
hazard 
vulnerability of 
agriculture 

Public research institute (Greece) 
Private ICT company (Greece) 
Independent research institute 
(Austria)  

Insurance company  
Farming cooperatives 

- Senior researcher in 
remote sensing for 
hydrology, floods, natural 
disasters (pilot leader 
organization) 
- Researcher in remote 
sensing and atmospheric 
modelling (pilot leader 
organization) 

Cl
im

at
e 

Providing 
territorial and 
ocean carbon 
and greenhouse 
gas fluxes 
information to 
support the 
Global Carbon 
Project  

Research Infrastructure 
(headquarters in Finland) 
Public research institute (Germany) 
Public research institute (Norway) 
Public research institute (UK) 
Public research institute (UK) 
National meteorological institute 
(Finland) 
Public research institute (Finland) 
Non-profit research institute (Italy) 

Global Carbon Project 
Research and 
international 
organizations related 
to GHG and ocean 
carbon emissions 

Researcher with specific 
focus on data analysis for 
ecology (pilot leader 
organization)  

Providing 
information to 
municipalities 
on heat waves, 
heavy 
precipitations 
and extreme 
weather events 

National meteorological institute 
(Germany) 
National meteorological institute 
(Finland) 
National meteorological institute 
(Austria) 

Cities and 
municipalities 
Consultancy company 
for urban climatology 
and wind research 

- Researcher in the 
department of climate and 
environment consultancy 
(pilot leader organization)  
- 2 senior researchers in 
seasonal and climate 
applications (Finnish 
meteorological institute) 
- Head of the data center for 
climate change (Austrian 
meteorological institute)  

Providing 
seasonal 
forecasting of 
forest harvest 
conditions to 
support forest 
industry  

National meteorological institute 
(Finland) 
Public research institute (Finland) 

Private companies in 
forest management 
support 
R&D  company 

Senior researcher in 
seasonal and climate 
applications (pilot leader 
organization) 
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Supporting 
hydropower 
companies by 
better 
predicting 
hydrological 
conditions 

National meteorological institute 
(Finland) 

Hydropower or energy 
companies 

Senior researcher in remote 
sensing and geoscience 
(pilot leader organization) 

Helping 
transportation 
and tourism 
sectors to better 
prepare for 
seasonal 
changes 

National meteorological institute 
(Finland) 
Public research institute (Greece) 

Tyres companies 
Tourism stakeholders 

- 2 senior researchers in 
seasonal and climate 
applications (pilot leader 
organization) 
- 2 researchers (senior & 
research assistant)  in 
remote sensing & 
atmospheric modelling 
(Greek organization) 
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Abstract 
The potential of data in generating multiple usages for a large variety of actors has been largely 
acknowledged by practitioners and researchers. However, this so-called ‘generativity’ potential is not an 
intrinsic property of data but needs to be built and sustained through dedicated efforts. Given the high 
heterogeneity and unpredictability of potential data usages, it seems increasingly difficult for data 
producers or data users to support such efforts on their own in a long-term perspective. Based on 
multiple case studies in the Earth observation context, our study especially unveils the existence of 
specific economic actors, coined ‘data generativity builders’, that act as innovation intermediaries to 
ensure a continuous and repeated transformation of data-usage pairs, involving specific forms of 
brokering, configuring and facilitating actions: they act as a buffer zone between the different 
ecosystems related to data production and data usages, ensuring some forms of circulation without 
creating direct dependences (brokering); they continuously design and redesign data-usage pairs, not 
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only focusing on recontextualizing data for a new usage but also building a generic information core 
common to multiple usages (configuring); they create spaces for others to act, especially by identifying 
relevant capacity building actions through dedicated investigations on the specificities of each usage 
context (facilitating). This study offers interesting perspectives on how to unleash the potential of data 
in complex ecosystems of actors, going beyond a simple valorization logic. 
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I. Introduction 
 
In recent years, the development of internet, new sensors, and computational means has dramatically 
increased the flow of data in almost every business, industry and research area. This phenomenon has 
been largely described as “digitalization” (Björkdahl and Holmén, 2019; Cappa et al., 2021), or “big data” 
(Bharadwaj and Noble, 2017; Blackburn et al., 2017; Chen et al., 2012). Scholars have extensively 
emphasized the potential of data in generating a number of usages for a large variety of actors spanning 
heterogeneous sectors. As highlighted by research in information systems, digital artifacts are 
characterized by their  ‘open-endedness’, or ‘unboundedness’, insofar as data are perpetually ‘editable’ 
and can continuously generate new usages, different from what they were initially produced for 
(Aaltonen and Tempini, 2014; Kallinikos et al., 2013; Yoo et al., 2012, 2010). Data are thus associated 
with a certain ‘generative’ capacity, defined  as “a technology’s overall capacity to produce unprompted 
change driven by large, varied, and uncoordinated audiences” (Zittrain, 2006). These properties result in 
a distributed organization logic, where both devices and knowledge associated with data are distributed 
across heterogeneous disciplines and communities (Kallinikos et al., 2013; Yoo et al., 2012, 2010). 
 
In the last fifteen years, specific efforts have been made to support the circulation of data beyond the 
existing boundaries of organizations or sectors, especially through the development of dedicated  ‘open 
data’ approaches. Such efforts consist in making data open and free to all, mainly involving the release 
of data by public actors (e.g. Berrone et al., 2016; Charalabidis et al., 2018; Zuiderwijk and Janssen, 2014), 
but also by private actors, e.g. in the pharmaceutical industry (Perkmann and Schildt, 2015). In this 
context, both researchers and practitioners have underlined a number of barriers and challenges to data 
‘liquidity’ (Jetzek, 2016; Manyika et al., 2013), e.g. technical issues related to the identification, editing, 
formatting and sharing of data (Barry and Bannister, 2014; Janssen et al., 2012), but also issues in 
developing usages once data are released as users might not be aware or competent enough to use data 
on their own (Janssen et al., 2012; Smith and Sandberg, 2018; Zuiderwijk et al., 2012). Recent research 
has more specifically underlined the potential difficulties for SMEs in leveraging open data, shedding 
light on strong capacity requirements in terms of data acquisition, assimilation, transformation and 
exploitation (Huber et al., 2020). These challenges show that generativity is not an intrinsic property of 
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data and rather needs to be designed through dedicated efforts, that are all the more important as the 
potential beneficiaries of data might be highly unfamiliar with them.  
 
This paper proposes to investigate the mechanisms involved in designing the generativity of data, i.e. 
their capacity to We address this question through a multiple case study approach, digging into the case 
of Earth observation data where specific efforts are made to support the development of multiple usages 
among highly heterogenous ecosystems. To further describe the mechanisms involved in generativity 
building, we propose an analytical framework by taking into account the specificities of data compared 
to other types of technology and leveraging the literature dealing with innovation intermediaries. Our 
study especially unveils the existence of specific economic actors, coined ‘data generativity builders’, 
that play a crucial role in supporting the continuous development of data usages in multiple and 
heterogeneous ecosystems. 
 

II. Theoretical background 
 
To better understand the efforts at stake when expanding data usages, we first rely on research in 
information systems that has made a specific effort in conceptualizing properties of data. We then 
precise our analytical framework based on an important stream of works in innovation management 
research describing the actions of “innovation intermediaries” that support distributed innovation 
processes among heterogeneous stakeholders 
 

1) Conceptualizing the process of developing data usages 
 
Expanding previous works on characterizing digital artifacts (Kallinikos et al., 2013; Yoo et al., 2012, 
2010), a growing stream of research in information systems has recently focused on data as specific 
digital artifacts, shedding light on the process by which data are generated, managed and transformed 
into actionable and valuable objects for a certain use context (Aaltonen et al., 2021; Aaltonen and 
Tempini, 2014; Alaimo et al., 2020; Alaimo and Kallinikos, 2020).  Data are described as “bearers of facts 
that express meaning and value” (Aaltonen et al., 2021). Data are initially produced as “sign tokens used 
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to describe, index, represent or stage (perform) reality” (Alaimo et al., 2020). Data are initially produced 
under particular conditions and can never be considered as completely “raw” (Gitelman, 2013). The 
representation of reality (or facts) conveyed by data is indeed determined by the specific formats and 
language used to record data, that is guided by an initial usage context: as indicated by (Aaltonen et al., 
2021) “to become data, events yet to be recorded or existing records need to be imagined as data for 
some purpose”. However, because data record facts in a certain standardized way, they become 
‘portable’ across settings and organizations and can be repurposed by ‘recontextualizing’ data according 
to new usage contexts (Aaltonen et al., 2021; Alaimo et al., 2020). For example, (Aaltonen et al., 2021; 
Aaltonen and Tempini, 2014) investigate the case of a telecommunications operator that transformed 
data (recording of every click, call and message relayed through the network), initially produced to 
manage the network infrastructure (e.g. allowing optimal allocation of resources, detecting misfunctions 
or suspicious activity), into data commodities sold to advertisers (transforming initial data tokens in 
specific metrics related to the advertising audience).   
 
It thus appears that data are always related to a certain usage, that is however made more or less explicit 
along successive data transformations. In particular, the link with the initial usage context might become 
quite loose as data become recontextualized for new purposes (Aaltonen et al., 2021). However, it is 
also important to recall that it is ultimately this initial usage context that “sets the boundaries” of what 
can be later derived from data (Aaltonen and Tempini, 2014), e.g. due to the validity domain of the 
technology employed for data production. This has been further stressed by scholars calling for specific 
“data stewardship practices”, that would especially keep traces of data transformations all along its 
circulation among organizations to guarantee the quality of data and avoid potential misinterpretations 
and misuses (Martin, 2015). Based on these considerations and to further underline the inseparability of 
data from a certain usage context, we will therefore describe the action of developing usages of data as 
a transformation of an initial data-usage pair into new data-usage pairs where both data and usage can 
be modified compared to the initial use context.  
 
Although this stream of works has extensively described the complexity of the tasks underlying such a 
transformation process, several blind spots can be however noted. First, it has mainly considered 
empirical cases where the new developed usages remain within the boundaries of a specific industry, 
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e.g. telecommunications (Aaltonen et al., 2021) or music industry (Alaimo and Kallinikos, 2020). 
(Aaltonen et al., 2021) also mention the relevance of such an approach for data considered as very 
context-specific, such as health data or hard science data, that could be repurposed in various contexts. 
However, these works do not yet address the question of how to recontextualize data in contexts that 
are not limited to a certain industry but that would span heterogeneous ecosystems spanning various 
industries. Second, despite describing recontextualization as an open-ended process,  these studies have 
little addressed the question of how such an effort is managed in a longer-term perspective to ensure a 
continuous development of new usages. Making progress on these little-studied aspects appear as 
crucial in fully unleashing the generativity potential of data beyond the existing boundaries of industries. 
This leads us to formulate the research question investigated in this paper as follows: how to manage a 
continuous and repeated transformation of data-usage pairs spanning highly heterogenous ecosystems?  
 
As underlined by (Aaltonen et al., 2021), repurposing data involves intricate coordination and 
articulation mechanisms between actors. Interestingly, an important stream of research in innovation 
management has more specifically investigated a specific class of actors called “innovation 
intermediaries” involved in facilitating exchange among a variety of actors to support innovation 
processes. This literature provides us with interesting insights to further describe the types of actions at 
stake in transforming data-usage pairs, that could indeed be seen as a specific innovation process 
involving multiple actors. 
  

2) Innovation intermediaries 
 
Innovation intermediaries are characterized as central actors in supporting innovations processes. They 
have been studied by various research streams, e.g. referred as knowledge brokers (Hargadon, 2002, 
1998), innovation brokers (Klerkx and Leeuwis, 2009; Winch and Courtney, 2007), bridge builders 
(Bessant and Rush, 1995), boundary organizations (Guston, 2001; O’Mahony and Bechky, 2008). In his 
seminal paper, (Howells, 2006) builds upon different research steams on technology diffusion, systems 
of innovation, innovation management and service organizations to define an innovation intermediary 
as “an organization or body that acts an agent or broker in any aspect of the innovation process between 
two or more parties”. They undertake numerous functions and activities, and can take different 
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organizational forms, such as consultants (Bessant and Rush, 1995; Hargadon and Sutton, 1997), industry 
associations, chambers of commerce, innovation centers (van Lente et al., 2003), or other government-
affiliated organizations (Kivimaa, 2014). 
 
The role of such intermediaries appears particularly crucial in contexts with a high degree of unknown 
regarding technologies, markets or which actors to involve (Stewart and Hyysalo, 2008). Intermediaries 
thus act as “boundary-crossing” actors involving a large variety of disciplines, actors, interests, value 
systems, fields of activity and institutions (Boon et al., 2011). Scholars have highlighted various forms of 
intermediaries playing an important role in such contexts:   intermediaries supporting demand-
articulation processes (Boon et al., 2011, 2008), systemic intermediaries accompanied by an ecology of 
intermediaries supporting the complex and long-term changes involved in transitions to sustainable 
development (Kivimaa et al., 2019; van Lente et al., 2003), or intermediaries playing the role of 
“architects of the unknown” by stimulating and driving collective exploration and knowledge creation 
(Agogué et al., 2017, 2013). Among these different studies, we more specifically build upon the 
framework proposed by (Stewart and Hyysalo, 2008), synthesizing the activities of intermediaries in 
three main functions:  

(1) Facilitating, i.e. educating, gathering and distributing resources, influencing regulations and 
setting local rules in order to create “spaces” for others to act. 

(2) Configuring, i.e. shaping the technology including both technical aspects but also use-related 
aspects (e.g. suggesting or stimulating certain usages).  

(3) Brokering, i.e. establishing or modifying connections between actors (potentially bringing users 
and suppliers together but also involving other important actors in the innovation network) .  

 
This framework appears as particularly relevant to us in addressing the question of developing data 
usages in heterogeneous ecosystems. Indeed, data appear as largely unknown to the various ecosystems 
that could however benefit from them (e.g. farmers could benefit from yield prediction based on Earth 
observation data but might not have the interest or competencies in integrating data in their daily 
activities), thus requiring such “boundary-crossing” activities involving a large variety of expertise fields 
and actors. Moreover, the framework proposed by (Stewart and Hyysalo, 2008) especially describes 
cases where intermediation is required to bridge users and developers of a certain technology and has 
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been more specifically developed through empirical investigations in the context of information and 
communication technologies. Our research question is thus investigated through the lens of innovation 
intermediaries and could be precised as follows: in order to manage a continuous and repeated 
transformation of data-usage pairs spanning highly heterogenous ecosystems, to what extent specific 
actions of facilitating, brokering, configuring are required? 
 

III. Methodology 
 
This research uses a qualitative methodology, relying on multiple case studies (Yin 2009). We indeed 
investigate the case of organizations that have been developing services based on Earth observation 
data for various types of actors (industries, public bodies, research communities), for at least several 
years, in order to study the dynamics of the ecosystems and the related actions carried out by these 
organizations. The selected case studies are particularly relevant for the research question under study. 
Indeed EO data, initially produced mainly for scientific goals to monitor the planet and its environment 
based on several instruments (satellites, in-situ sensors etc), are now available to every economic actor 
thanks to active ‘open data’ policies. These data appear to be a promising resource to help various 
sectors tackle socio-environmental grand challenges they are facing, but seem surprisingly  underused 
in practice. 
 

1) Empirical materials 
 

Three authors of this paper (first, second and fourth) are involved in a large research project, funded 
by the European Commission under the Horizon 2020 programme. This project, called e-shape, brings 
together a team of 60 experienced partners from academia, industry, institutional entities and user 
communities to develop 32 pilot applications based on Earth observation data, gathered in seven 
showcases (food security, health, renewable energy, biodiversity, water resources, disaster resilience 
and climate). The authors are leading a work package dedicated to the progressive design and 
experimentation of a co-design approach supporting the different pilots. This setting allows the authors 
to conduct a multiple case study approach (Yin, 2009) in a unified context. Indeed, a distinctive feature 
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of the portfolio of pilots lies in its variety. Each pilot corresponds to a certain context: it is managed by a 
focal actor - the pilot leader - that can be of different types (public research institute, private company, 
etc). This pilot leader interacts with various user groups on the one side and other stakeholders providing 
specific resources required to build the service on the other side (e.g. data sources, infrastructure, 
scientific models).  

Thanks to our implication in the project, we have access to all the organizations involved in these pilots, 
as well as the users they interact with and their network of partners. Different forms of empirical 
materials can be exploited: questionnaires, interviews, observation notes taken during project meetings, 
and secondary sources of data on the different actors (mainly websites and scientific publications). 
 

2) Data collection and analysis 
 

The context of each pilot was analyzed following the same process:  
Step 1 - Secondary sources of data were used to build a first understanding of each pilot (application 

forms filled-up by each pilot to participate to the project, completed with websites and research 
publications). 

Step 2 - A framework was then used to synthetically represent each pilot as a chain linking data 
sources, information, usages and associated users (see an example in Annex). 

Step 3 - A questionnaire was sent to each pilot to validate this framework representation and ask 
additional questions on unclear elements.  

Step 4 - Answers were used to precise the analysis of each pilot on five main points: (1) overall 
understanding of the usage ecosystem (overall context, specific regulations, organization of the 
communities, contact points in these users’ communities); (2) users’ competencies (familiarity with EO 
data, ability to integrate the service in their own operations); (3) types of usages expected to be 
designed; (4) pilot-user relationship (history of the relationship, level of engagement, interaction 
modalities); (5) ability of the pilot to transform a first prototype in an operational service (upscaling 
challenges, operationalization resources, additional partners to be involved).  

Step 5 - An interview of one hour and a half was carried out with each pilot to further clarify these five 
points. 
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Step 6 – Following the interview, we wrote a detailed a report detailing these five and updated the 
framework representing the pilot. These written documents were reviewed and validated by the pilot. 
 

IV. Results 
 
The outcomes of the analysis process, materialized in the completed framework and a report for each 
pilot, are simplified and presented in a table (see Annex) focusing on the following aspects: overall pilot’s 
rationale (giving the general context of the pilot), type of focal actor supporting the pilot development, 
targeted user groups, expected usage contexts (i.e. the type of action that is expected to be taken by 
user groups thanks to the provided service), the type of generic information on which these various 
usages are based, the key data sources used to derive such information. 
 
Based on this analysis, we can first validate the specific intermediary role played by the pilots in e-shape. 
Indeed, it clearly appears that they are involved in making the link between data producers and data 
users, transforming initial data-usage pairs (associated with contexts of data production) into new data-
usage pairs (associated with the user groups’ contexts). Moreover, the specificities of such intermediary 
actors can be further described according to their brokering, configuring and facilitating activities. 
 
Brokering 
The cases reveal an intriguing type of brokering, that does not consist in creating direct connections 
between data producers and data users, contrary to what is often encountered in open data initiatives 
(Zuiderwijk et al., 2014, 2012). This results from the high level of heterogeneity between data producers 
and data users and more specifically the impossibility of each side to directly respond to potential 
demands from the other side. To take the examples of pilots involved in providing farmers with specific 
EO-based services, satellite builders could not directly respond to farmers expectations making technical 
modifications of satellites in a way that would be satisfying for farmers, as it would involve large costs 
and development time (e.g. at least 10 years to launch a new satellite). In this context, the pilots serve 
as a kind of buffer zone between data users and data producers, managing the potential divergence in 
terms of dynamics and performance logics between these actors. It is also important to notice that this 
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buffer role does not involve a complete separation between data users and producers. Indeed, when 
interacting with data users, the pilots represent data producers as it requires leveraging and integrating 
their resources and expertise. And vice versa when interacting with data producers, the pilots also 
represent data users by sharing the knowledge they have built on data usage contexts.  
 
Configuring 
According to the definition proposed in (Stewart and Hyysalo, 2008), configuring consists in shaping the 
technology including both technical aspects but also use-related aspects (e.g. suggesting or stimulating 
certain usages). These authors also indicate that only minor adjustments of the technology itself are 
involved. In the context of developing usages from data, these adjustments consist in transforming initial 
data-usage pairs in new ones and can take specific forms that can be more or less important depending 
on the initial and targeted usages. It is especially important to notice that the different data-usage pairs 
built by each pilot (indicated in the table by the variety of expected usage contexts) are all built on a 
common core, a certain type of information derived on the various data sources and compatible with 
various usages (see “generic information” column in the table). This suggests that the efforts of the pilots 
do not consist in building a new data-usage pair from scratch for each new usage but rather in building 
this specific kind of generic information. The form of this information is not given and fixed once and for 
all but rather results from operations both related to the initial context of use and the targeted usage 
contexts. Operations related to the initial use context consist in considering what parts of the context 
need to kept, what other parts need to be hidden, involving the development of specific scientific models 
and documentation on the processing chain. Operations related to a targeted context of use consist in 
considering the parts of the context to be integrated in the generic information that should ensure that 
a certain usage could be developed within this specific context, but in a way that could be potentially 
compatible with other usage contexts. 
 
 
Facilitating 
As defined by (Stewart and Hyysalo, 2008), facilitating involves creating spaces for others to act, through 
educating, gathering and distributing resources, influencing regulations and setting local rules. The 
analysis of the pilots reveal two forms of facilitating activities, coined ‘non- specific’ and ‘specific’ facilitating 
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activities. The former category corresponds to facilitating actions that are not specifically adapted to a 
certain type of users, for example help desk dedicated to answer users’ questions, or training sessions 
on the basics of Earth observation. This ‘non-specific’ form of facilitating is similar to what was described 
by (Stewart and Hyysalo, 2008) in the case of cybercafes that provided users with training and advice 
related to the use of computer and software. However, in the case of EO data, this first type of facilitating 
is also complemented with a ‘specific’ form of facilitating that needs to adapt to the specificities of the 
users’ contexts. Indeed the nature of the capacities and knowledge to be developed and shared might 
not be known in advance by the pilots themselves. Therefore, all pilots are involved in specific co-design 
activities in order to identify what kinds of spaces would be required by the actors to act on their own, 
and what kinds of support the pilots should bring to effectively create such spaces. This can require 
various efforts from the pilots such as building customized supporting tools or advice, but also pushing 
specific norms to make the use of EO data recognized by a certain community (e.g. defining what is a 
‘good’ prediction of solar radiation, or promoting the potential of EO data compared to other data 
sources that are more commonly used). 

 

V. Discussion and conclusion 
 
The specificities of the brokering, configuring and facilitating actions carried out by the pilots suggest 
that they can be considered as a specific form of intermediaries that cannot be fully described through 
existing figures reported in literature. Similar figures can be also found in other research works, although 
not directly referred as “innovation intermediaries”. (Kokshagina et al., 2016) for example suggest a new 
managerial role – a  ‘cross-application manager’ – to support the development of generic technologies.  
Data generativity builders might also be compared to ‘platform leaders’ (Gawer, 2014). These platforms 
would rather correspond to innovation platforms rather than transactional ones. 
 
This paper offers several contributions. First, our study reveals the role of a specific economic actor, that 
we could coin ‘data generativity builder’, that appears as crucial in continuously expanding data usages 
for a large variety of actors. This question is not limited to the EO context. Indeed, unleashing the 
generative potential of data has been specifically acknowledged as a promising resource in facing 
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contemporary grand environmental and societal challenges such as poverty, illness, conflict, migration, 
corruption, natural disasters, climate change, and pollution (Chandy et al., 2017; George et al., 2020). 
These authors underline the importance of stimulating data use and reuse by various actors spanning 
heterogeneous sectors that could not necessarily be foreseen by the data producer, as in the EO context. 
Our study suggests that such process could be better supported in a long-term perspective by 
strengthening a network of intermediary actors involved in building data generativity, although the 
organizational forms of such intermediaries in these different contexts would need further investigation. 
 
This paper also contributes to information systems literature by investigating the question of 
‘recontextualizing’ data in a repeated manner and in heterogeneous ecosystems. Our study shows that 
performing repeated and multiple transformations of data-usage pairs do not only involve actions 
related to recontextualizing data (i.e. adapting data to a new usage context), but also  specific actions to 
build a generic information core common to different data-usage pairs. 
 
Several limitations are worth being noticed. Our analysis is based on the analysis of actors that are 
currently developing usages to EO data and thus does not characterize the evolution of these actors’ 
activities over time. Moreover, we do not specifically discuss the different organizational configurations 
of this ‘data generativity builder’ and their potential implications for the long-term success of the 
approach. Digging into longitudinal case studies would be interesting to further analyze these different 
aspects. 
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Annex: example of the outcomes of the analysis process  
 

Pilot's 
rationale 

Focal actor 
(pilot leader) 

Targeted user 
groups 

Expected usage 
contexts 

Generic information Key data sources 

Supporting 
global 
agricultural 
monitoring  

Independent 
research 
institute 

GEOGLAM (Group 
on Earth 
Observations 
Global 
Agricultural 
Monitoring 
Initiative): 
international 
organization 
gathering 
national, regional 
and global 
agricultural 
organizations and 
administrations 

Monitoring crop 
calendar 
information, 
especially for two 
regions: Greece 
and Ethiopia 

Crop calendars 
(specific field 
interventions such as 
harvest, planting or 
ploughing) 

Satellite data (Copernicus) 
Satellite data from Proba V 
(VITO) 
In-situ data when available 
(use of a specific data sharing 
platform) 
Soil data base spectral library 
(iBEC) 
Citizen-sourced data (IIASA) 
Standard and Open Meteo 
data and services (e.g. 
precipitation, forecasts) 
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Abstract 
 
Creating socio-economic value from data seems to be a shared concern in almost every industry, public 
and research area. In this paper, “value” is taken in a large meaning considering that creating value 
boils down to connecting data and usages. In the Earth Observation field, this concern is all the more 
challenging as data and usages often seem to be “distant” – that is not related at first sight. This paper 
explores the question of how to build relationships in such a context and how these relationships can 
evolve over time. Our analysis is based on the historical case study of a research lab that has 
progressively build services for solar energy. The importance of several elements is enhanced: (1) a 
new interpretation of the role of “information” in the value creation process, as playing a pivotal role 
between usages and data, which is thus proposed to be coined “inter-formation”; (2) the importance 
of how models are designed, suggesting a new way of gaining a competitive advantage that is not only 
focused on the nature of data or final usages, but on the structure of models; (3) the related expansion 
dynamic of the ecosystem, suggesting a specific form of expansion that is related to all the elements of 
the data-usage relationship, and not only thanks to data pushing for new usages or usages pushing for 
new data. These findings contribute to bring some insights on the creation and expansion of data-
based ecosystems, at both organization and ecosystem’s level 
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I. Introduction 
 
In recent years, the development of internet, new sensors, and computational means has dramatically 
increased the flow of data in almost every business, industry and research area. This phenomenon, 
commonly referred as “big data”, has largely been discussed in the literature, shedding light on its 
definition, opportunities and challenges, especially the issue of how value can be created out of this new 
flow of data (Günther et al. 2017; Philip Chen et Zhang 2014; Gandomi et Haider 2015; Sheng, 
Amankwah-Amoah, et Wang 2017).  
 
In this paper, we would like to bring new insights on value creation process in an ecosystem by delving 
into the evolution of a traditional scientific discipline - Earth Observation - that has also been affected 
by this “big data” phenomenon. Earth Observation (EO) refers to the gathering of information about 
planet Earth’s physical, chemical and biological systems (for example ocean currents, solar radiation 
reaching the ground, composition of the atmosphere, characterization of vegetation). Different kinds of 
instruments are currently used for this purpose: in-situ sensors (for example floating buoys to monitor 
ocean currents, temperature and salinity; or land stations that record air quality and rainwater trends), 
airborne sensors, or satellites. In recent years, with the development of remote-sensing satellites and 
increasingly high-tech “in-situ” instruments, Earth observation has become more and more 
sophisticated and has generated an increasing amount of data, leading to concerns about a “Big Earth 
Data” phenomenon (Guo 2017). Therefore concerns about handling new flows of data are raised, but 
also about their usages. Indeed, the European Union has significantly invested to make this scientific 
data a common good, freely accessible to all potential users and is now pushing for the development of 
new socio-economic applications that would not only benefit Earth observation scientific community but 
also public authorities, private companies, industry, universities, citizens. This context seems particularly 
interesting to study how the value creation process of data seems to be closely linked to the 
development of a rich ecosystem involving heterogeneous communities.  
 
In the Earth Observation field, several issues seem to hinder the development and new usages for EO 
data. First, the final user is often different from the data owner and might even not be aware that 
satellite data can be helpful for its own activities because of the complexity of this type of data. Second, 
for the people in charge of processing satellite data, usually resulting in a first usage, it seems difficult to 
have an idea of how this first usage might be further expanded towards new usages in the future. Hence 
this type of situation seems to be characterized by a very large the distance between data and usages 
and is calling for specific approaches to cope with this distance. This large distance will help us to examine 
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more closely the role of hidden elements in literature, especially how models are designed, and also 
rediscuss the role of ubiquitous elements, namely “information” usually seen as an intermediate step 
between data and usage. 
 
Leveraging on this specific context, the paper aims at bringing a fresh look on the value creation process 
in an ecosystem. More specifically, the following elements will be enhanced: 

(1) a new interpretation of the role of “information” in the value creation process, as playing a 
pivotal role between usage and data; 

(2) the importance of how models are designed, suggesting a new way of gaining a competitive 
advantage that is not only focused on the nature of data sources or final usages, but on the 
structure of models; 

(3) the related expansion dynamic of the ecosystem, suggesting a specific form of expansion that is 
related to all the elements of the data-usage relationship. 
 

II. Literature review 
 

1. Value creation as a shared issue 
 
Literature seems to agree on the important consequences of “big data” in all scientific, industrial and 
business areas, stemming from its specificities  (Günther et al. 2017; Philip Chen et Zhang 2014; Gandomi 
et Haider 2015; Sheng, Amankwah-Amoah, et Wang 2017). These specificities have been characterized 
with 3Vs dimensions (Chen, Chiang, et Storey 2012): volume (referring to the huge amount of collected 
data, often reported in several terabytes or petabytes), velocity (referring to the continuous stream of 
data received and the speed at which it should be analysed ), variety (referring to the heterogeneous 
sources of datasets). (Gandomi et Haider 2015) mention the use of other dimensions to describe big 
data, such as veracity (importance of using reliable data and interpretations), or variability (continuous 
stream of data and that requires to take into account continuous changes in data sets). 
 
In the academic field, a wide range of disciplines has discussed the consequences of this big data 
phenomenon, especially Management and Information Systems (Del Vecchio et al. 2018). Research 
agendas in these disciplines have particularly highlighted the crucial issue of better understanding the 
process of value creation from this new flow of data. In Management research, (George, Haas, et 
Pentland 2014) call for a better understanding “how ubiquitous data can generate new sources of value”, 
and how this value is distributed among the different stakeholders (companies, industries, governments) 
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thanks to new business models and governance tools. In Information Systems research, (Abbasi, Sarker, 
et Chiang 2016) reports on the effect of big data on the traditional value chain leading to a specific “Big 
Data Information Value chain”. 
 
Regarding the concept of “data value”, as exposed by (Furtado, Dutra, et Macedo 2017), different 
meanings can be found in literature. A distinction is often made between social and commercial or 
economic value (Chandy, Hassan, et Mukherji 2017; Günther et al. 2017), thus referring to the nature of 
benefits coming from the use of data. (Günther et al. 2017) define economic value as related to “the 
organization’s increase in profit, business growth, and competitive advantage resulting from big data 
adoption”, often resulting in monetary profits. For the same authors, social value refers to an 
improvement of social wellbeing and societal topics (in various fields such as healthcare, public safety 
and security, employment growth). In the following paper, we will take a more general meaning of 
“value” without referring to a specific type of benefits. We will consider that there is “value” when the 
use of data brings benefits to the data user. The process of creating value from data can therefore be 
described as building relationships between data and these specific usages where the user benefits from 
the use of data. The question of value creation thus leads us to investigate how this data-usage 
relationship is built. 
 

2. Two different approaches to build the data-usage relationship 
 
In literature, two main types of situations are commonly reported. In the first type, the starting point is 
the access to new data and the objective is to find usages that embed value for the user. In the second 
type, the starting point is a target usage and the objective is to get data to generate it.  
 
From data to usage 
This scenario seems to be more frequently described in literature. The organization that has collected 
new data can use it to support its existing activities, such as supply chain management (Hazen et al. 
2014), marketing activities (Fan, Lau, et Zhao 2015), New Product Development processes by reducing 
time to market and costs and improving customers’ product adoption (Tan et Zhan 2017; Johnson, 
Friend, et Lee 2017). In the previous cases, data is used as a new source of information that brings useful 
insights about the existing processes (for example monitoring the efficiency of a production line) or 
about customers (for example needs and behaviors), thus helping to improve decision-making processes 
products and services delivered to customers. This approach is coined “inbound approach” by  as the 
organization directly uses the gathered data to enhance its activities.  
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(Trabucchi et al. 2018) highlight the existence of a different approach coined “outbound strategy” where 
the collected data is sold to external parties who can see in them a greater value. The authors take the 
example of Strava application allowing users to track their sport activities and get useful information 
such as average speed, performance stats and so on. Strava sold data aggregated from all runners and 
bikers’ activities to departments of Transportation. These data sets allowed the latter to better plan the 
construction of future bike lanes by identifying where they were the most needed. In this situation, the 
organization benefiting from the data usage is different from the one collecting data 
 
From usage to data 
As mentioned above, recent research has shed light on a second type of situation where the starting 
point is a target usage and the objective is to find data allowing to create it (Trabucchi et Buganza 2019). 
Several case studies are reported in this paper. One of them is exposed here as an illustrative example. 
Sage Bionetworks is a not-for-profit organization that partners with researchers, patients and healthcare 
stakeholders to drive data-driven projects contributing to health improvement. In of its projects, the 
organization aimed at finding new ways of managing symptoms of Parkinson’s disease and had to find a 
way to collect data on symptoms and their evolution. To do so, Sage Bionetworks launched mPower  
app, that  could be used by people affected or not by the disease. Through this app and additional 
surveys, the organization was able to analyze different tasks based on the sensors embedded in the 
smartphone (camera, touchscreen and microphone), and therefore to analyze and monitor the 
symptoms over time. In this example, in order to bridge the gap between usage and data, is worth 
noticing that the organization had to design a whole process, including choosing instruments 
(smartphones and surveys) adapted to the measurements to be made (movement disorder), technical 
solutions to support data collection and distribution to researchers, and need for technical validity of 
these data (Bot et al. 2016). Based on this example, in order to better understand how the data-usage 
relationship is built, it seems crucial to examine how this process is handled in practice. 

3. How the process of building data-usage relationship is handled in practice 
 
Two complementary aspects can be found in literature. First, some authors propose frameworks 
detailing the different stages of the process to build a data-usage relationship. Second, given its specific 
features mentioned earlier (3Vs or 5Vs dimensions), handling big data and transforming it into value 
seems to require specific enabling factors, regarding techniques, skills and organizational aspects (Akter 
et al. 2016; Philip Chen et Zhang 2014; Troilo, De Luca, et Guenzi 2017).  
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Some frameworks are proposed in literature to clarify the important stages of building the data-usage 
relationship. In these processes, it seems that there is an intermediate step between data and its usage, 
which is the “information” or “insights” it gives (Gandomi et Haider 2015; Lim et al. 2018; Abbasi, Sarker, 
et Chiang 2016). Building the data-usage relationship thus includes building both a data-information 
relationship and an information-usage relationship. 
 
To manage the process of building data-information-usage relationship, enabling factors are mentioned 
in literature, due to the specific nature of big data. (De Mauro, Greco, et Grimaldi 2016) defines big data 
as “the information asset characterized by such a high Volume, Velocity and Variety to require specific 
technology and analytical methods for its transformation into value.” This definition puts forward the 
need for a first enabling factor related to specific technologies and methods adapted to big data 
characteristics. These methods can include a larger number of disciplines, such as statistics, data mining, 
machine learning, neural networks, social network analysis, optimization methods and visualization 
approaches (Philip Chen et Zhang 2014; Wang et al. 2016). Specific tools and infrastructures are also 
needed to process data, for example the platform Hadoop for managing and exploiting large data sets 
across computer clusters (Philip Chen et Zhang 2014). In addition to technical enabling factors, personal 
skills mixing knowledge about domain and analytics techniques are highlighted to be important factors 
(Akter et al. 2016). Finally, organizational factors are mentioned in literature, for example foster 
collaboration between IT and marketing departments within a firm to foster service innovation (Troilo, 
De Luca, et Guenzi 2017). Interactions with the ecosystem are often mentioned as important factors 
(Tan et Zhan 2017; Del Vecchio et al. 2018).  
 

4. Research gaps 
 
If we compare the different situations that are commonly reported in the literature and the specific 
context of Earth Observation mentioned in the introduced, it seems that notion of “distance” between 
data and usages has little been taken into account. Indeed, in the examples given above, it is quite easy 
to understand that there is a link between collected data and final usage (data on consumer behaviors 
for new services for customers; data on internal processes to improve these processes; or even when a 
process needs to be built in the example of Sage BioNetworks, it seems apparent that data about the 
application users is related to the study of symptoms of these individuals). So in this type of situation, 
there is at least an apparent link between data and usage, even if this link remains to be constructed.  
Whereas in the case of Earth Observation data, in many cases the link is not apparent at first sight (to 
take an example in the energy sector, the grid operators might not be aware to what extent and how 
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satellite data could be used for their operations). This distance idea is not completely absent in literature. 
Recent research has examined how big data could be used to face societal challenges and points out that 
in several cases new usages have been developed thanks to technologies that were not initially designed 
for such purposes, for example military satellites for rain forest conservation (Chandy, Hassan, et 
Mukherji 2017). However, it seems unclear how this distance is taken into account in the overall process 
of value creation, and what makes possible to expand the initial usage to new ones. Therefore this paper 
aims at addressing the following questions: how to build a relationship between data and usage when 
they seem very distant at first sight? Once a data-usage exists, how to make it evolve overtime? 
 
Intuitively, it appears that specific efforts are needed to first clarify the nature of the link between data 
and usage, therefore questioning the nature of the intermediate information stated in literature and the 
mathematical models making explicit the link between data and usage. Moreover, as data and usage are 
likely to belong to very different worlds and communities, it seems that the role of the ecosystem in this 
value creation process is central. Therefore, a specific focus will be made on these three elements: to 
build data-usages relationships, what are the specific roles of information, models and ecosystem in a 
long-term perspective ? 

 
Figure 10:  Summary of literature review (grey) and research questions (blue) 
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III. Research settings 
 

1. Methodology 
 
Our research work is based on a historical case study in the Earth Observation field. As suggested by 
(Siggelkow 2007), it is leveraged to rediscuss basic notions, “sharpening existing theory by pointing to 
gaps and beginning to fill them”. Our case study describes a specific context that does not correspond 
to the two types of situations mentioned above: the starting point is neither the data nor a target usage. 
In this case, the organization had both access to new data and a target usage, and had to build a 
relationship between them. Moreover, studying a historical case allows us to analyze how this 
relationship had been built progressively. This case study is analyzed by taking two complementary 
perspectives. 
 
In a first stage, the organization focused on building the relationship between data and information. 
Moreover, because of the specific context of having both access to data and target information, the 
organization only had to focus on one aspect of the relationship: the model linking data and information 
(that is the mathematical function), and not sustainability aspects or specific processes to put in place as 
for the example of Sage Bionetworks. Therefore, it appears that this case is particularly adapted to 
examine the role of designing models, that seems to be overlooked in literature.  
 
In a second stage, the organization had made this model evolved and had also focused on linking 
information with new usages. For our research questions, this case study helps us to analyse how the 
relationship data-usage is built overtime, especially showing the impact of the model structure and the 
role of the ecosystem in the long run.  
 

2. Empirical material  
 
Our case study is based on the history of the research work of a lab based in Sophia-Antipolis, from the 
1980s up to now. This lab has been working on solar radiation estimation (information in the previous 
framework) from satellite data, and the development of services in the solar energy field (usages in the 
previous framework). Regarding the two perspectives of our analysis: 
 
The first focus is made on the early years of the lab’s research work on solar radiation, when it was 
involved in a project supported by the European Commission’s Solar Energy R&D Programme. The 
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project aimed at assessing solar radiation more precisely and reliably, especially by integrating new data 
coming from satellites (whereas at the time solar radiation was mainly derived from networks of “in-
situ” solar instruments, that were installed in a limited number of locations). Within this project, three 
different research institutes developed models in order to link solar radiation estimates and Earth 
observation data including new satellite data. 
 

 
Figure 11: First focus of the analysis: comparison of three modelling approaches 

 
The second focus of our analysis examines how the research lab has built and rebuilt over time both the 
relationship between data and usages, analyzing the evolution of the lab’s research work and the 
interactions with its ecosystem. 
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Figure 12: second focus of the analysis - expansion of data-usages relationships 

 
3. Data collection 

 
The first focus on our case study is based on second hand documents, composed of: (1) the final report 
of the European Commission describing the objectives of the project and the results of the three 
different approaches to derive solar radiation from satellite data (Grüter et al. 1986); (2) the PhD thesis 
detailing the specific modelling approach developed by the lab (Cano 1982).   
 
The second focus of our case study is based both on interviews and second-hand documents. Semi-
structured interviews (6 hours in total) were conducted with the researcher who had been working on 
the development of the solar radiations methods from the European project in the 80s to 2018. In 
addition to the interviews, we used scientific papers published by the lab allowing us to see the evolution 
of their research work. 
 

IV. Case study analysis 
 

1. First focus: building the model to obtain solar radiation estimates from satellite data 
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The comparison between the models developed in the 80s by the three different labs for the European 
project suggests the importance of the model structure. The three approaches can be described as 
follow: 
 
Physical approach 
One lab resorted to a physical approach: the model is based on a “radiative transfer model” that explicitly 
describes the physical processes (absorption, scattering etc…) occurring in the atmosphere. In this 
approach, the underlying idea is that satellite data are used to estimate existing parameters of the 
physical model. The main advantage of this type of model is first to be understandable (as it relies on 
physical considerations) and to be more general compared to statistical models as it does not depend 
on specific areas. However, this approach requires additional sources of data coming from ground 
stations to estimate some of the parameters, resulting in higher computational times. 
 
Statistical approach 
Another lab resorted to a statistical approach: the model is based on statistical regressions between 
satellite measurements and solar radiation values at the Earth’s surface, measured by “in-situ” stations 
within the considered area. In this approach, no knowledge about physical phenomena occurring in the 
atmosphere. This results in relatively simple processing times. However, there is a lack of generality as 
the regression coefficients are determined for a specific location and have to be tuned in other areas.  
 
Physical-statistical approach 
Sophia-Antipolis lab resorted to a combination of the two previous approaches. They introduced an 
intermediary variable coined “cloud index”, that had a physical meaning as it was describing the level of 
cloudiness. This intermediary variable was a way of combining the advantages of the two previous 
approaches: 

(1) Understandability and physical-relevancy as it is based on physical considerations to link cloud 
index to satellite measurement, by modelling part of the radiative transfer terms  

(2) Simplicity as the cloud index is then statistically linked to solar radiation with a simple linear 
relationship. It limits the number of regression parameters compared to fully statistical 
approaches, and is a way to simplify the physical approach (as parameters that are difficult to 
model are statistically determined).  
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Figure 13: Comparison of the three modelling approaches 

 
This physical-statistical approach had proved to be the most efficient one, in terms of quality of the 
estimation but also easiness of processing (almost ten times quicker than the physical one). 
Consequently, this method - called Heliosat – was the one adopted by the European Commission to make 
the European Solar Radiation Atlas, testifying the success of the approach. 
 
Findings 
We are still working on better characterizing the specificities of the approach and the underlying 
mechanisms that made it as efficient. However we can at least enhance the importance of how models 
are designed in the value creation process, that seemed to be overlooked in literature. Indeed, this sheds 
light on another differentiating factor, which is neither related to specific efforts on data sources, nor to 
efforts on the identification of favorable usages, but to a specific way of designing models.  
 

2. Evolution of data-usage relationship and interaction with the ecosystem 
 
The second focus of our case analysis investigates how the data-usage relationship has evolved overtime 
and what is the role of the ecosystem in this process. In our case study, the nature of the ecosystem is 
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quite complex as it gathers both the academic community (especially the one working in the Earth 
Observation field and related application domains), and also private entities and public authorities.   
 
Evolution of the model linking satellite data and solar radiation 
Regarding the relationship satellite data – solar radiation estimation, the interactions with the 
ecosystems seems to have occurred in two ways, from the research lab towards the ecosystem and from 
the ecosystem towards the research lab. First, how the model was built seems to have influenced the 
evolution of the ecosystem. Thanks to the mixed physical-statistical approach, the model proved to be 
efficient but also easily understandable (thanks to the introduction of the intermediate physical 
variable). As a result, the same model has been adopted by a large number of research organizations 
that in turn have worked on improving the method, thus contributing to the creation of a community on 
the same research issues. Second, the ecosystem has played an important role on the evolution of the 
model linking data and solar radiation. Indeed, Sophia-Antipolis lab has always been modifying their 
model in order to capture the scientific advances on atmosphere and clouds description thanks to the 
development of new instrument and computation means, sometime leading to completely rebuild the 
structure of the method moving to a much more physical approach (notably in 2008 to take advantage 
of the second generation of Meteosat instruments). To roughly summarize the overall strategy of the 
lab, it seems that they have always been targeting physical models but resorting to clever tricks 
whenever it was not possible.  
 
From an initial usage to new usages 
Moreover, the initial usage related to the European Commission’s needs has also been expanded. 
Sophia-Antipolis lab has progressively built web services to make solar radiation information accessible 
and used by all kinds of communities, outside the EO academic research sphere (for example, farmers, 
solar energy companies, etc…). The forms of these new usages have evolved over time thanks to the 
interaction with the users (moving from only solar resource maps to more complex tools indicating 
variation in time of solar radiation at a specific location,…). A specific business model has been built for 
these services, based on a freemium approach: free basic solar radiation information at a certain 
resolution and paid sophisticated services. Furthermore, this process resulted in the creation of new 
actors in the ecosystem: in order to make the services operational 24h/24h and 7d/7d, the algorithms 
and processing chain was transferred to a commercial organization in charge of operating, maintaining 
and commercializing the services.  
 
Implementation of standards 
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Finally, Sophia-Antipolis has become part of the Global Earth Observation community that aims at 
integrating observing systems and sharing data by connecting existing infrastructures. Therefore being 
part of this community has pushed Sophia-Antipolis lab to implement common standards impacting all 
the elements of the data-usage relationship. Implementing such standards has largely contributed to 
make Heliosat methods a reference, especially at the European level, as it is now one of the official 
provider of solar radiation data for the European Commission. 
 
Findings 
This case study seems to suggest that another form of ecosystem expansion can be described. In his 
situation, the ecosystem expansion is not only due to usage expansion resulting from new data flow, nor 
only to expansion of data sources resulting from new usages pushing for them. It seems that the 
ecosystem evolution is intertwined with the progressive evolution of the relationship between data and 
usages, that occurs on all the intermediary forms and processes of the data-usage chain. Moreover, this 
analysis further strengthens the role of designing models. In addition of being a strong differentiating 
factor, it seems that the capacity of redesigning them to take the best of recent advances is a key element 
for supporting the expansion of the ecosystem and also has an effect on the ecosystem in a retroactive 
way. Although it is probably not the only factor, the specific structure of the model facilitating its 
understandability has certainly played a role on its future expansion and the evolution of the lab’s 
ecosystem. 
 

V. Conclusion and discussion 
 
This paper aims at addressing the question of value creation from data in a ecosystem and the expansion 
dynamics over time.  
 

1. Theoretical contributions 
 
Based on the specific context of Earth Observation where data and usages appear as distant, the paper 
raises the question of how to build data-usages relationships and make them evolve. The specific roles 
of information, models and ecosystem have been more precisely examined, taking into account a long-
term perspective.  
 
First, a new interpretation of the concept of “information” could be drawn from this case study. In our 
case study, data and usages appear at first sight as very distant. Therefore, it appears that this 
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information has a significant role to cope with this distance. It could be described as the necessary bridge 
or pivot between data and usage. Indeed from the user’s point of view, solar radiation enables data to 
be understandable and manageable (unlike raw satellite data). From data owner’s point of view, solar 
radiation is the form that allows technologists to understand user needs in a language compatible with 
modelling language. It is worth noticing that according the French dictionary TLFI, the verb “inform” in 
an ancient meaning refers to “give or receive a specific form, a signifying structure to something”. We 
find that this meaning describes quite well the role of information proposed above, as a “form which is 
more signifying from both data and usage’s points of view”. We could even talk about “inter-formation” 
to enhance its role of pivot between data and usage. The framework could be represented as below: 
 

 
Figure 14: Proposed framework for value creation process 

 
Second, this case study sheds light on the crucial role of designing models in the value creation process. 
Even when both information and data are given, there is still competition on how the model is designed. 
It can have both an immediate impact of the efficiency of the method, but also a long-term impact on 
the evolution of the ecosystem. We believe that these findings could also contribute to the current 
debate around data science. Indeed, issues concerning best ways of designing models are largely 
discussed in data-science today: do bigger samples only contribute to a better estimation or also to refine 
models? If new phenomena become observable, how to build the model enabling to link this new data 
flow with usages? How to take into account specific domain knowledge in the ways models are built? 
Our case study could thus give indications on (1) a way of building a model that include specific 
hypothesis on its possible structure based on a certain domain knowledge; and (2) the consequences on 
the long-run for the organization building the model and its ecosystem. To investigate this question, our 
findings still need to be further explored to better characterize the specificities of the physical-statistical 
approach and better explain the reasons of the successful evolution of this approach. 
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Third, this research also highlights a specific way of an ecosystem expansion: not only in a “data-push” 
perspective where data are expected to push for new usages, neither only in a “usage-push” perspective 
where usage is expected to call for new sources of data, but in both perspectives by progressively 
building and expanding the data-usage relationship, by playing on all its constitutive elements (data, 
usage, “inter-formation”, mathematical models, operationalization processes, etc…). To further 
investigate this question, the different actors of the ecosystem should be more precisely described, 
especially clarifying on which part of the data-usage relationship they specifically contribute to. 
 

2. Practical contributions 
 
Several practical implications could be discussed at several levels. First, it can be useful for practitioners 
in science, that are likely to be faced with contexts in which data and usages are not explicitly related to 
each other (in the case where data are produced thanks to specific instruments for an initial purpose, 
raising the question of how to explore other usages). Our case study suggests the importance of 
considering the importance of how their models are designed. It could also be worth noticing that 
approaches adopted in other fields or companies where the link between data and usage is clearer (for 
example the use of big data in marketing activities where the collected data is explicitly linked to the 
data) are not completely adapted and they should be careful of not making misleading parallels. 
 
Our research work could also give some insights for practitioners in companies. Even in situations where 
there is an existing usage for data or a usage quite clearly related to data, looking for new distant usages 
could be an interesting way of differentiating themselves. This would require having people able to 
design models and also taking into account the long-term effect of how models are designed. Other 
issues will have to be further addressed: how to design this “inter-formation” in a way that encourage 
new usages to be developed? How could it be practically managed within the companies’ activities? 
Methods, infrastructures and specific organizations to support the exploration of these possibilities need 
to be further investigated. 
 
The latter questions could also be considered at the ecosystem’s level. Each element of our data/inter-
formation/usage framework can be supported by different actors. As stated above, these actors still 
need to be further analyzed, however it can be assumed that many different configurations might exist, 
involving heterogeneous industry, public authorities, and citizens. Our case study highlights a certain 
configuration, where for example the idea of solar radiation estimation did not come from the lab itself 
but from the European Commission’s Solar Energy R&D Programme; or the maintenance and operations 
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were taken up by a third party. In other cases, the lab might itself form the “inter-formation” and still 
take care of the operations. Investigating these configurations might open up new forms of interactions 
between science and society. 
 
To conclude, we hope that further research could offer a fresh look on the creation and expansion of 
data-centered ecosystems, at both organization and ecosystem’s levels.  
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